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Abstract 
 

Background: To stay competitive in a highly unpredictable market of today, 
companies must be able to manage project risks effectively. The basis for an effective 
risk management is a thorough risk analysis. Despite the availability of many different 
risk analysis approaches, companies can be reluctant to use them, since the models 
are usually complex and very time consuming. Objectives: The main objective is to 
present a simple, yet effective risk analysis approach that can also serve as a useful 
basis for resolving project risks. Methods/Approach: The proposed standard risk analysis 
approach is based on a standard risk model that deals with risk events and impacts 
separately and therefore allows for a separate planning of preventive and corrective 
measures. To classify risks and to represent them graphically, a risk map is used. Results: 
The use of the proposed approach is illustrated on a die-cast tool development 
project. The approach proved to be very simple to use and it served as a useful basis 
for resolving the identified risks. Conclusions: The main advantage of the proposed 
approach is its simplicity and clarity. It can also be used as a quick decision-making 
tool in a subsequent risk resolving process. 
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Introduction 
Today, companies are facing more and more complex products, rapid technology 
changes, ever changing customer demands and unpredictable markets. To survive 
and remain competitive, companies have to be able to adapt to the competitive 
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environment and to manage uncertainties. Risks are one of the key success factors of 
a project (Krane et al., 2010), therefore it is crucial that they are effectively managed. 

Merritt and Smith (2004) defined a risk in the context of a project as a possibility of 
occurrence of an undesired event or a possibility of the absence of a desired event, 
and the risk management as a set of techniques for controlling the project 
uncertainties. 

PMBOK® lists risk management as one of the basic areas of successful project 
management skills (PMI, 2017). Project managers need to be trained to use the 
appropriate risk management tools throughout the project and not only when adverse 
effects occur. 

A widely accepted risk management process consists of the following five steps: 
risk identification, risk analysis, risk prioritization, resolving risks, and monitoring risks 
(Smith and Merritt, 2002; Tonchia, 2018). In this paper, we are going to focus on the risk 
analysis step. 

The risk analysis step is very important, because the companies have neither time 
nor resources for resolving all of the identified risks. Therefore, risks must be properly 
evaluated, and resources used only on resolving the most critical ones (Baccarini & 
Archer, 2001). 

There are many different risk analysis methods available (Chauhan et al., 2018; de 
Araújo Lima et al., 2019). Some of them evaluate risks qualitatively and others 
quantitatively (de Araújo Lima et al., 2019). In general, quantitative methods provide 
results that are more objective yet they rely on detailed numerical data that is rarely 
available. Therefore, experts’ assessments are often applied as an alternative to the 
objective data (Ferdous et al., 2011). Chauhan et al. (2018) state that experts can be 
a reliable source of information as they are working on the projects on a daily basis. 

In practice, a risk matrix is one of the most widely used risk evaluation tools (Levine, 
2012; Li et al., 2018). Risks are categorized into different risk cells, to which specific risk 
levels are assigned (usually low, moderate, high), based on the evaluation of two 
components: the probability of risk occurrence and the magnitude of impact (Li et al., 
2018). The evaluation can be either qualitative, semi-quantitative, or quantitative (Ni 
et al., 2010). When quantitative evaluation is applied, a risk matrix can be extended 
into a continuous graph, called a risk map (Smith & Merritt, 2002). 

One of the drawbacks of a risk matrix approach is that the same quantitative risks 
can fall into different qualitative risk cells (Levine, 2012). This problem can be solved 
with a different partition of the matrix: the risk areas, to which the same risk level is 
assigned should not be rectangular cells but irregularly shaped areas, separated by 
hyperbolas (Ni et al., 2010; Levine, 2012). These hyperbolas, also called the isorisks 
(Levine, 2012), connect risks with the same quantitative score. 

Another possible upgrade of a risk evaluation process is to treat a risk as a 
combination of two separate entities: a risk event and an impact. With a clear 
separation between a risk event (cause) and an impact (effect), preventive and 
corrective measures can be prepared more effectively. Smith and Merritt (2002) call 
this risk evaluation model a standard risk model. 

In this paper, we are going to present a risk analysis approach that combines a 
standard risk model and a risk map. This combination allows for a simple risk evaluation 
that supports the cause and effect concept, and provides for a consistent risk 
categorization. The main aim is to present the proposed approach, and to illustrate its 
use on a real case example. We want to show that the approach is simple to 
understand, offers a quick and illustrative risk evaluation, and serves as a good 
platform for resolving risks. 
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The rest of the paper is organized as follows: in the next section, the standard risk 
model and risk map are described. Next, the standard risk analysis approach is shown 
on a die-cast tool development project. Finally, in the discussion and the conclusion, 
the advantages and disadvantages of the approach are discussed and some 
directions for a future research provided. 
 

Methodology 
Standard Risk Model 
A risk model is a tool for systematic risk management. It facilitates communication 
between stakeholders and allows for an easier risk identification and analysis (Smith & 
Merritt, 2002). 

In most cases, risks are treated as a combination of risk probability and risk impact 
(Markowski & Sam Mannan, 2008; Ni et al., 2010). This model is referred to as a simple 
risk model (Smith & Merritt, 2002). While it is simple to use, this model can also lead to 
some confusion when resolving risks, since it is very hard to distinguish between the 
cause and the effect. Smith and Merritt (2002) therefore recommend the use of a 
standard risk model, where the risk event (cause) and the impact (effect) are dealt 
with separately. 

The standard risk model is shown in Figure 1. It relates three entities: the risk event, 
the impact, and the total loss. The risk event represents the state that triggers a 
potential loss, the impact represents a potential consequence of the risk event, and 
the total loss (Lt) represents the severity of the loss in case of the risk event occurrence. 
For the risk event and the impact, the drivers must be identified and the probabilities 
of occurrence determined (Pe and Pi). 
 
Figure 1 
Standard Risk Model 
 

Risk event Impact Total loss (Lt)

 
Source: Smith and Merritt (2002) 
 

The probabilities Pe and Pi, and the total loss Lt represent subjective assessments, 
since the objective values are in most cases not available (Ferdous et al., 2011). The 
assessments are usually based on the experience from previous similar projects, or on 
decision-making tables prepared by an expert group. Even though the assessments 
are subjective in nature, they can still support the decision-making (Aven, 2016). The 
assessed values Pe, Pi and Lt represent the basis for evaluating the expected loss of the 
risk Le, which indicates its severity (Smith & Merritt, 2002): 

 𝐿௘ = 𝑃௘ ∙ 𝑃௜ ∙ 𝐿௧ (1) 
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Risk Map 
The number of identified risks is usually high, while the available resources for dealing 
with risks are limited. Therefore, the risks need to be properly classified and resources 
need to be focused on those risks that pose the greatest danger to the project 
(Baccarini & Archer, 2001). 

One of the simplest risk prioritization tools is a risk matrix (Levine, 2012). The x axis of 
a risk matrix represents the magnitude of impact, and the y axis represents the risk 
probability. The risk matrix is sectioned into cells that are assigned different risk ratings 
(usually low, moderate, high), based on the evaluation of the two components (Li et 
al., 2018). 

The magnitude of impact and the risk probability can be evaluated qualitatively, 
semi-quantitatively, or quantitatively (Ni et al., 2010). When a standard risk model is 
used, the evaluation is quantitative, and a risk matrix can be transformed into a 
continuous graph, called a risk map (Smith & Merritt, 2002). According to the standard 
risk model, the x axis of a risk map represents the total loss Lt (it can be expressed in 
units of time, money or quality), and the y axis represents the risk likelihood, which 
equals the product of the risk event probability Pe and the risk impact probability Pi. 

In contrast to the risk matrix, the risk map is not sectioned into predefined risk cells, 
but into irregularly shaped areas separated by hyperbolas (Ni et al., 2010). Thus, a 
consistent colouring is ensured (Levine, 2012). 

The hyperbolas represent the lines with a constant expected loss. This means that 
all the risks that lie on the same hyperbola lead to the same expected loss. The 
hyperbolas are also called the isorisks and are defined with the following equation 
(Levine, 2012): 

 
௅೐

௅೟
= 𝑃௘ ∙ 𝑃௜ (2) 

 
Using a risk map, project risks can be classified into any number of categories. The 
simplest classification is a classification into two categories only: critical risks and non-
critical risks (Figure 2). In a risk map, critical and non-critical risks are separated by a 
hyperbola called a threshold line (Smith and Merritt, 2002). The threshold line is defined 
with equation 2, where Le equals the still acceptable loss for the company. 
 
Figure 2 
Risk Map 

 
Source: Smith and Merritt (2002) 
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The area above the threshold line represents the critical risk area (Risk 1 in Figure 2), 
and the area below the threshold line represents the non-critical risk area (Risk 2 in 
Figure 2). For critical risks, adequate measures, both preventive and corrective, need 
to be prepared to reduce the risk level. The risk level can be reduced by either 
lowering the risk event probability, the impact probability or by lowering the total loss. 
The goal is for all the risks to be below the threshold line in the non-critical risk area. 
 

Results: A Die-Cast Development Project 
In the following, the use of the standard project risk analysis approach is shown on a 
development project of a die-cast tool for an automotive engine component 
production. The tool was developed and manufactured in a Slovenian SME 
toolmaking company. The project started with an order from the customer and 
completed with the confirmation of product samples. 

First, the major risk factors (project team, buyer, suppliers, development and 
technology, manufacture, quality control) were identified using the Ishikawa diagram, 
and all the possible project risks within the individual factors were found. Then the Work 
Breakdown Structure (WBS) of the project was thoroughly studied and the identified 
risks were assigned to individual activities. 

According to the standard risk model, the identified risk events were linked to their 
impacts. Based on the experience with similar projects, the project team assessed the 
risk event probability Pe, the impact probability Pi, and the total loss Lt. Using the 
assessed values, the expected loss Le for each risk was calculated using equation 1. 
The risks were then prioritized by the value of the expected loss. Both, the monetary 
losses (additional costs) and time losses (delays) were analysed. For illustrative 
purposes, only the analysis of four monetary-loss related project risks is presented in the 
following. These risks are summarized in Table 1. 
 
Table 1 
Monetary-loss related risks of the die-cast tool development project 
Risk Activity Risk Event 

Description 
Pe Impact 

Description 
Pi Pe∙Pi Lt [€] Le [€] 

R1 Design 
Freeze 

Late 
confirmation of 
documentation 
by the buyer 

0.8 Plan for the 
tool not 
prepared in 
time 

0.9 0.72 5,000 3,600 

R2 Confirma-
tion of first 
pieces 

Rejection by the 
buyer 

0.3 Corrections of 
the method  

1.0 0.30 5,000 1,500 

R3 Manu-
facture of 
first pieces 

Poor quality of 
pieces 

0.5 Corrections of 
the method, 
new 
manufacture 
of pieces 

0.8 0.40 3,000 1,200 

R4 Delivery of 
special tool 

Late delivery 0.6 Manufacture 
of special 
parts not in 
time 

0.7 0.42 500 210 

Note: For illustrative purposes, only four monetary-loss related risks are listed. The values Pe, Pi 
and Lt were assessed by the project team. 
Source: Author’s work 

 



  
 
 

154 
 

Business Systems Research | Vol. 11 No. 2 |2020 

The still acceptable expected loss Le was set at €1,000. The risk map of the risks listed 
in Table 1 is shown in Figure 3. One can quickly see that risks R1, R2 and R3 are critical 
(they lie above the threshold line), while risk R4 is not critical (it lies below the threshold 
line). 
 
Figure 3 
Monetary-Loss Related Risk Map for the Die-Cast Tool Development Project 

 
Source: Author’s illustration 
 

For the most critical risks, a detailed analysis has been made, risk event drivers and 
affect drivers identified, and different measures to lower the risk levels prepared. A 
detailed analysis will be illustrated on the example of risk R1. Risk R1 is the most critical 
among the listed risks and it appears as first in the project's timeline. The standard risk 
model for risk R1 is presented in Figure 4. 

It is a known fact that the buyer often confirms the documentation later than 
originally agreed. Based on the previous experience with the buyer, the project team 
assessed there is an 80 % chance that the confirmation will be received with a 2-week 
delay. 

Without the documentation being confirmed, the plan for the tool cannot be 
completed and the work cannot continue according to the foreseen schedule, which 
leads to high extra costs. If the buyer is two weeks late with the confirmation, the total 
loss of the company is assessed to amount to €5,000. The expected loss equals €3,600, 
which is higher than the predetermined still acceptable value of €1,000. Therefore, 
adequate measures had to be prepared to lower the expected loss. 

First, the risk event drivers were analysed. It turned out that the main reason for the 
late confirmation of the documentation lies in the fact that the timelines of the buyer 
are not harmonised with those of the company. It was decided to coordinate the 
dates before signing the contract and to have the dates fixed in the contract 
(measure 1). The project team assessed that the probability for the documentation 
not being confirmed in time reduces to 70%, and at the same time half of the costs 
are passed on to the buyer in case of a delay. The total loss in that case equals €2,500, 
and the expected loss equals €1,575. 
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Figure 4 
Standard risk model for risk R1 
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of documentation 
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delay
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3. The deadline for the 
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1. The team can not 
prepare the plan without a 
confirmed documentation
2. Overtime, delays in all 
the following activities lead 
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Source: Author’s illustration 
 

In the next step, the impact of the late confirmation of the documentation was 
analysed. If the documentation is not confirmed in time, then the plan for the tool will 
almost certainly not be prepared according to schedule. This further leads to overtime 
and delays in all the following activities, and the additional cost get very high. To lower 
the probability of the impact, it was decided to send a written request in case the 
buyer is still late in confirming the documentation, despite the harmonized timelines 
(measure 2). In that case, the buyer usually provides the confirmation quite rapidly, 
and the probability for the tool plan not being prepared in time was assessed to 
reduce to 50 %. The expected loss is thus lowered to €875, which is within the safe area. 

The results of the prepared measures are summarized in Table 2. The basic risk is 
denoted with R1, the risk after the measure 1 with R1.1, and the risk after the measure 
2 with R1.2. The impact of the measures is also evident on the risk map shown in Figure 
5. 
 
Table 2 
Resolving risk R1: Impact of the planned measures on the expected loss 
Risk Pe Pi Pe∙Pi Lt [€] Le [€] 
R1 0.8 0.9 0.72 5,000 3,600 
R1.1 0.7 0.9 0.63 2,500 1,575 
R1.2 0.7 0.5 0.35 2,500 875 

Source: Author’s work 
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Figure 5 
Risk Map for Risk R1 (R1: the initial risk level: R1.1: the risk level after the measure 1; R1.2: 
the risk level after the risk measure 2) 

 
Source: Author’s illustration 
 

Discussion 
The use the standard project risk analysis approach was shown on the die-cast tool 
development project. The approach was used for a quick evaluation and prioritization 
of the identified project risks, and it served as a very helpful basis for resolving risks. The 
graphical representation of risks allowed for a quick identification of the critical risks 
and therefore enabled a quick decision, on which risks to focus. With different 
preventive measures (measure 1) and corrective measures (measure 2), the project 
team managed to significantly lower the risk levels. 

The main advantage of the approach is its simplicity. The severity of the identified 
risks can be quickly evaluated according to the standard risk model. The calculations 
are simple and rather intuitive even to a non-expert. The quantification of loss is also 
very beneficial when prioritizing project risks. 

Another great advantage of the standard risk model is a separate treatment of the 
risk event and the impact, which clarifies the cause and the effect, and thus allows for 
a separate planning of preventive and corrective measures (Merritt & Smith, 2004). The 
effect of individual measures can be easily monitored on the risk map.  

The proposed approach is also very transparent and clear. In the risk map, one can 
instantly find the critical risks that need special attention. The introduction of the isorisks 
makes sure that the risks that lead to the same expected loss fall in the same risk area. 
In that sense, the presented approach can also serve as a reliable decision-making 
prompt. 

However, the approach has some drawbacks. First, one must be aware that the 
assessments of the probabilities and total losses are subjective in nature and can lead 
to a significant error. The error can be lowered to some extent with the introduction of 
discrete scales and expert groups, however, the results always represent just a rough 
estimate. 

Second, the standard risk model does not allow multiple risk events to converge on 
a single impact (Smith & Merritt, 2002). In addition, the correlations between different 
risks are not taken into account. If a risk is treated as a single isolated entity, it may 
seem rather insignificant, even though it can be correlated to other highly critical risks. 
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The correlations between risks are crucial for effective risk management and will be 
addressed in further research. 
 

Conclusion 
Effective risk management is a key to a successful project. One of the basic steps of a 
risk management process is a risk analysis. In the paper, we presented a standard 
project risk analysis approach that combines a standard risk model and a risk map. 
The use of the presented risk analysis approach was illustrated on a die-cast tool 
development project and it proved to be very useful. The analysed project was rather 
simple and the main goal was to get an evaluation of risks levels quickly. For more 
complex projects, the developed approach might not be sufficient and at least an 
additional correlation analysis should be made. 

Even though there are some drawbacks to the proposed approach, it can be very 
helpful when a quick risk evaluation must be made. The separate treatment of risk 
events and impacts also allows for an easier and more effective planning of 
preventive and corrective measures and therefore serves as a good basis for resolving 
risks in the following steps of a risk management process. 
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