
Croatian Operational Research Review 37
CRORR 12(2021), 37-48

On the uniqueness of the solution of the cost minimization problem
with generalized Sato production function
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Abstract. Whenever a firm is maximizing its profit, it necessarily has to minimize its cost. Thus, the
cost minimization problem is one of the central problems in the theory of the firm. When presenting
this problem, the majority of microeconomic textbooks use very well-known production functions,
such as Leontief, Cobb-Douglas, or other CES production functions. The goal of this paper is to
analyze the cost minimization problem with the generalized Sato production function. The generalized
Sato production function is one of the non-standard production functions with variable elasticity of
substitution. First, we show that the generalized Sato production function is continuous, strictly
monotone, strictly quasiconcave and that a positive amount of output requires positive amounts of
some of the inputs. Next, by using mathematical programming we show that the cost minimization
problem with generalized Sato production function has a unique solution. This result is very important
since it implies the existence of the corresponding cost function and conditional input demands.
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1. Introduction

The most general way to characterize the firm’s technology is the production possibility set.
Often, however, it is considered that firms producing only a single product from many inputs.
Thus, a production function is a more convenient way of describing the firm’s technology (see
[4]). Furthermore, as opposed to using the more general production possibility set, using
a production function in the analysis is very special, but theoretically very important. To
illustrate the stability conditions of the growth equilibrium, a new production function (1) was
introduced at the meeting of the Econometric Society in 1963 by professor Ryuzo Sato (see
[10]):

Y = F (K,L) = K2L2

aK3 + bL3 , (1)

where a > 0, b > 0, Y is the total output, K is the capital, and L is the labor (see the
Figure 1). One of the recent applications of the function (1) can be found, for example, in [8].

In microeconomic theory, the production function, f, is a mapping from Rn+ into R+.
Furthermore, some properties of the production function are assumed as follows (see [4]).
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Assumption 1. The production function, f : Rn+ → R+ is continuous, strictly increasing, and
strictly quasiconcave on Rn+, and f(0) = 0.
The proof that the function (1) satisfies the properties in Assumption 1 is given in [5].

Figure 1: The 3D and 2D graphs of the Sato function from (1), with (a, b) ∈ {(1, 3), (1, 1), (5, 1)}

In 1969, the generalization of the Sato production function (1), called the generalized Sato
production function, given by equation (2) in Section 3 of this paper, was proposed by Geithman
and Stinson (see [3]). They commented on the exponents in the numerator and denominator
of (1), i.e. they generalized these exponents in a way that the generalized Sato production
function stays linearly homogeneous. Furthermore, they commented on diminishing returns of
the generalized Sato production function, but they didn’t provide the proofs that the generalized
Sato production function is continuous, strictly increasing and strictly quasiconcave. Thus, the
first goal of this paper is to fill this gap. On the other hand, to the best of our knowledge,
the solution of the cost minimization problem with the generalized Sato production function is
missing in the literature, and therefore the second goal of this paper is to discuss and give the
rigorous mathematical analysis of that problem.

The structure of the paper is as follows. After the introduction and the notation, the
definition of the generalized Sato production function is given in the third section. In the
fourth section, the preliminary facts which are necessary for further analysis are given. The
first goal of the paper is disseminated in the fifth section, i.e. we show that the generalized
Sato production function satisfies all properties give in Assumption 1. In the sixth section, the
uniqueness of the solution of the cost minimization problem with generalized Sato production
function is proved. Before the conclusions, some numerical examples are given in the seventh
section.

2. Notation

We use the following notation from [3]:
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x the amount of the first input (capital, for example)
y the amount of the second input (labor, for example)
c, d positive real numbers, c > 0, d > 0
α, β positive real numbers such that β ≥ α > 1
γ γ = α+ β − 1, γ > 0
R+ the set of all non-negative real numbers
R2

+ R2
+ ≡ {(x1, x2) : xi ≥ 0, i = 1, 2} ⊂ R2

x ≤ y xi ≤ yi, i = 1, 2, where x = (x1, x2), y = (y1, y2)
x� y xi < yi, i = 1, 2, where x = (x1, x2), y = (y1, y2)
gSato the generalized Sato production function

3. The generalized Sato production function

The generalized Sato production function, gSato : E∪{(0, 0)} ⊂ R2
+ → R+, is defined as follows:

gSato(x, y) =
{

xαyβ

cxα+β−1+dyα+β−1 , for (x, y) ∈ E,
0 , for x = y = 0,

(2)

where

E =
{

(x, y) ∈ R2
+ : αdyα+β−1 − c(β − 1)xα+β−1 ≥ 0,

βcxα+β−1 − d(α− 1)yα+β−1 ≥ 0, x2 + y2 > 0
} (3)

and
c, d > 0 and β ≥ α > 1. (4)

Instead of capital K and labor L, here we use the notation x and y, respectively. The set E from
(3) is called the economic region of production (see, for example, [1], [7] or [11]). All first partial
derivatives of the production function are nonnegative over the economic region of production.
For example, the economic region for the famous Cobb–Douglas production function is the
whole first (positive) quadrant. However, it can be proved that the partial derivatives gSatox

and gSatoy are nonnegative over the set E. Since the first partial derivatives of the function (2)
over the set E are given by

gSatox (x, y) = xα−1yβ(
cxα+β−1 + dyα+β−1

)2

︸ ︷︷ ︸
>0

·
(
αdyα+β−1 − c(β − 1)xα+β−1

)
, (5)

gSatox (x, y) = xα−1yβ(
cxα+β−1 + dyα+β−1

)2

︸ ︷︷ ︸
>0

·
(
βcxα+β−1 − d(α− 1)yα+β−1

)
, (6)

the set E can be equivalently written as (3). Furthermore, because of (4), the following
inequality holds:

β − 1
α

<
β

α− 1 . (7)



40 Vedran Kojić, Zrinka Lukač and Krunoslav Puljić

By combining (3) and (7), it follows that the set E can be equivalently described as

E =
{

(x, y) ∈ R2
+ \ {(0, 0)} :

(
c(β − 1)
αd

) 1
α+β−1

· x ≤ y ≤

(
βc

d(α− 1)

) 1
α+β−1

· x

}
. (8)

From (8) it easily follows that E is a convex set and that E ∪ {(0, 0)} is a convex cone. The
Figure 2 illustrates the economic region E given by (8), and the Figure 2 illustrates the graph
and the corresponding economic region of the function gSato from (2). Let us now find the
second partial derivatives of the function gSato. Let γ = α+ β − 1, γ > 0, and

Figure 2: The illustration of the economic region E

M(x, y) = α(α− 1)d2y2γ +
(
α(α− 1) + β(β − 1)− γ2)cdxγyγ + β(β − 1)c2x2γ . (9)

After some calculations, we have

gSatoxx = xα−2yβM(x, y)(
cxγ + dyγ

)3 , gSatoxy = −x
α−1yβ−1M(x, y)(
cxγ + dyγ

)3 , gSatoyy = xαyβ−2M(x, y)(
cxγ + dyγ

)3 . (10)

4. Preliminary facts

In order to show that the generalized Sato production function satisfies the properties from
Assumption 1, we will use the weighted inequality between arithmetic mean and geometric
mean (WAG–inequality) and the mean value theorem (MVT) for functions of two variables.
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The Shepard’s theorem about the concavity of the homogeneous production functions will be
used later, in the sixth section.

Theorem 1 (WAG–inequality). For all real numbers λ1, λ2 > 0 and a1, a2 > 0, the following
inequality holds:

λ1a1 + λ2a2
λ1 + λ2

≥ a
λ1

λ1+λ2
1 a

λ2
λ1+λ2
2 ⇔ 1

λ1a1 + λ2a2
≤ 1

(λ1 + λ2)a
λ1

λ1+λ2
1 a

λ2
λ1+λ2
2

. (11)

The proof of the Theorem 1 can be seen, for example, in [2].

Theorem 2 (MVT). Let U ⊆ R2 be open. Let f : U ⊆ R2 → R be a function with continuous
partial derivatives fx and fy. For all distinct pairs (x, y) and (u, v), such that the segment
[(x, y), (u, v)] is contained in U, there exists an intermediate point (η, ζ) on the line segment
joining the points (x, y) and (u, v) such that

f(u, v)− f(x, y) = (u− x)fx(η, ζ) + (v − y)fy(η, ζ). (12)

The proof of the Theorem 2 can be seen, for example, in [9].

Theorem 3 (Shephard – Homogeneous production functions are concave). Let f be
a production function and suppose it is homogeneous of degree α ∈ 〈0, 1]. Then f is a concave
function.

The proof of the Theorem 3 can be seen in [4].

5. Properties of the generalized Sato production function

In this section we show that the generalized Sato production function satisfies the properties
from Assumption 1: continuity, strict monotonicity, strict quasiconcavity and the value of the
function at the point zero must be the zero (see [4]). Since by definition (2) the value of the
generalized Sato production function at the point zero is gSato(0, 0) = 0, in this section we
prove that gSato is continuous, strictly increasing and strictly quasiconcave.

Proposition 1. The generalized Sato production function is continuous.

Proof. The function gSato is obviously continuous over the set E (see (2)). Thus, we only have
to prove that gSato is continuous at the point (0, 0). Hence, we have to prove that for all ε > 0
there exists δ = δ(ε) > 0 such that for all (x, y) ∈ E holds

√
(x− 0)2 + (y − 0)2 < δ ⇒

∣∣∣∣ xαyβ

cxγ + dyγ
− 0
∣∣∣∣ < ε. (13)

For λ1 = α, λ2 = β, a1 = cxγ

α , a2 = dyγ

β , by using WAG–inequality (inequality (11)), we have

xαyβ

α · cxγα + β · dyγβ
≤ xαyβ

(α+ β)
(
cxγ

α

) α
α+β
(
dyγ

β

) β
α+β

=

(
xαyβ

) 1
α+β

(α+ β)
(
cxγ

α

) α
α+β
(
dyγ

β

) β
α+β

. (14)
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For any arbitrary but fixed ε > 0, let

δ = δ(ε) = (α+ β)
(
c

α

) α
α+β
(
d

β

) β
α+β

· ε. (15)

Suppose that
√
x2 + y2 < δ. Since x <

√
x2 + y2 < δ and y <

√
x2 + y2 < δ, we have

∣∣gSato(x, y)− 0
∣∣ = xαyβ

cxγ + dyγ
≤

(
xαyβ

) 1
α+β

(α+ β)
(
c
d

) α
α+β
(
d
β

) β
α+β

≤ δ
α

α+β · δ
β

α+β

(α+ β)
(
c
d

) α
α+β
(
d
β

) β
α+β

=
(α+ β)

(
c
d

) α
α+β
(
d
β

) β
α+β

(α+ β)
(
c
d

) α
α+β
(
d
β

) β
α+β

= ε,

(16)

which proves (13). This completes the proof. �

Proposition 2. The generalized Sato production function is strictly increasing.

Proof. We have to prove that for any two points (x1, y1), (x2, y2) ∈ E ∪ {(0, 0)} the following
implication holds:

(x1, y1)� (x2, y2)⇒ gSato(x1, y1) < gSato(x2, y2). (17)

Since gSatox (x, y) > 0, gSatoy > 0 for all (x, y) ∈ intE, by Theorem 2, there exists the point (η, ζ)
on the line segment joining the points (x1, y1) and (x2, y2) such that

gSato(x2, y2)− gSato(x1, y1) = (x2 − x1)︸ ︷︷ ︸
>0

gSatox (η, ζ)︸ ︷︷ ︸
>0

+ (y2 − y1)︸ ︷︷ ︸
>0

gSatoy (η, ζ)︸ ︷︷ ︸
>0

. (18)

Obviously, from (18) follows (17). This completes the proof. �

Proposition 3. The generalized Sato production function is strictly quasiconcave.

Proof. Since E ∪ {(0, 0)} is a convex cone, it is sufficient to prove that the determinant of the
bordered Hessian of the function gSato in any point (x, y) ∈ intE is positive, i.e.

detHgSato(x, y) =

∣∣∣∣∣∣
0 gSatox gSatoy

gSatox gSatoxx gSatoyx

gSatoy gSatoxy gSatoyy

∣∣∣∣∣∣ =

= 2gSatox gSatoy gSatoxy −
(
gSatox

)2
gSatoyy −

(
gSatoy

)2
gSatoxx > 0.

(19)

After some calculation, we find

detHSato
g (x, y) = − x3α−2y3β−2(

cxα+β−1 + dyα+β−1
)5

︸ ︷︷ ︸
>0

·M(x, y), (20)
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where M(x, y) is given by (9). Let

t = d

c
· y

γ

xγ
. (21)

Then M(x, y) can be written as
M(x, y) = c2x2γh(t), (22)

where
h(t) = α(α− 1)t2 +

(
α(α− 1) + β(β − 1)− γ2)t+ β(β − 1). (23)

From (8), it follows that β−1
α < t < α

β−1 , and, since α(α− 1) > 0, we have h(t) < 0 (see Figure
3). Thus, from (20)-(23), we get that for any point (x, y) ∈ intE determinant of the bordered
Hessian is positive, i.e.

detHgSato(x, y) = − x3α−2y3β−2(
cxα+β−1 + dyα+β−1

)5︸ ︷︷ ︸
>0

· c2x2γ︸ ︷︷ ︸
>0

· h(t)︸︷︷︸
<0

> 0. (24)

This completes the proof. �

Figure 3: The graph of the function h(t) from (23) is parabola

Finally, after proving Proposition 1, Proposition 2 and Proposition 3, we can conclude that the
generalized Sato production function from (2) satisfies all properties from Assumption 1.

6. The cost minimization problem with the generalized Sato production
function

In this section, we analyse the cost minimization problem with the generalized Sato production
function. Let w1 > 0 and w2 > 0 be the prices of the first and the second input, respectively,
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while q > 0 is the amount of the production. Then, the problem can be formulated as

min
x,y≥0

f(x, y) = w1x+ w2y

s.t. gSato(x, y) = xαyβ

cxα+β−1 + dyα+β−1 ≥ q.
(25)

Since gSato is strictly increasing, the constraint will be binding at a solution. Thus, the problem
(25) can be equivalently formulated as

min
x,y≥0

f(x, y) = w1x+ w2y

s.t. gSato(x, y) = xαyβ

cxα+β−1 + dyα+β−1 = q.
(26)

We solve the problem (26) by using the standard Lagrange multiplier method for constrained
optimization. The corresponding Lagrangian function is

L(x, y, λ) = w1x+ w2y + λ
(
gSato(x, y)− q

)
. (27)

From the first order conditions, we have
0 = Lx = w1 + λgSatox ⇒ w1 = −λgSatox

0 = Ly = w2 + λgSatoy ⇒ w2 = −λgSatoy

q = xαyβ

cxα+β−1+dyα+β−1

(28)

Since the function gSato from (2) is a linearly homogeneous and strictly quasiconcave function,
by Theorem 3 we conclude that gSato is strictly concave. That means that it is enough to find
the solution of the system (28), since the first order conditions are sufficient in this case. From
(28), we have

w1
w2

= gSatox

gSatoy

= y

x
· c(1− β)xα+β−1 + αdyα+β−1

βcxα+β−1 + d(1− α)yα+β−1 . (29)

Let w = w1
w2
, t = d

c ·
yα+β−1

xα+β−1 , u(t) = w1−α−βc
d t and v(t) =

(
(1−α)t+β
αt+(1−β)

)α+β−1

. Then, from (29)

we have
u(t) = v(t). (30)

The domain of the function v is Dv =
〈
β−1
α , β

α−1

〉
. Since the function v is strictly decreasing

(because its first derivative is negative), i.e.

v′(t) = (α+ β − 1)︸ ︷︷ ︸
>0

(
(1− α)t+ β

αt+ (1− β)

)α+β−2

·

<0︷ ︸︸ ︷
1− α− β(

αt+ (1− β)
)2 < 0, (31)

and the function u is strictly increasing, the graphs of the functions u and v intersect only once
(see Figure 4). From here, we conclude that the equation (30) has a unique solution, which
further implies that the problem (26) has unique solution over the set E (see Figure 5).



The cost minimization problem with generalized Sato production function 45

Figure 4: The intersection of the graphs of the functions u and v

The uniqueness of the solution of the problem (26) implies that the corresponding cost function
c(w1, w2, q) is well defined. However, the explicit closed-form solution of the problem (26) in
terms of general parameters w1, w2, and q is not foundable.

Figure 5: The unique solution of the problem (26) over the set E

7. Numerical examples

Since the explicit solution of the problem (26) in terms of w1, w2, and q cannot be found, there
is no explicit formula for the corresponding cost function and conditional input demands which
are functions of w1, w2, and q. However, let us examine two numerical examples.

Example 1. Let α = 2, β = 3, c = 4, d = 1, w1 = 3, w2 = 1, q = 10. Then the problem (26)
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becomes

min
x,y≥0

f(x, y) = 3x+ y

s.t. gSato(x, y) = x2y3

4x4 + y4 = 10.
(32)

The optimal solution of the problem (32) is x∗ = 25.2863, y∗ = 42.2377, f∗min = 118.097 (see
Figures 6 and 7).

Figure 6: The function gSato(x, y) = x2y3

4x4+y4 with economic region and isoquant q = 10

Figure 7: The function gSato(x, y) = x2y3

4x4+y4 with economic region and x2y3

4x4+y4 ≥ 10. Black point
is the optimal one
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Example 2. Let α = β, c = d, w1 = w2, q > 0. Then the problem (26) becomes

min
x,y≥0

f(x, y) = w1x+ w1y

s.t. gSato(x, y) = xαyα

cxα + cyα
= q.

(33)

Equation (30) becomes

t =
(

(1− α)t+ 1
αt+ (1− α)

)2α−1

, (34)

which has a unique solution t∗ = 1. From here, we have y∗ = x∗. By substituting y = x into
(33), we get y∗ = x∗ = 2cq. Now, it is easy to find the minimum of the problem (33), i.e. it is
easy to find the cost function and the corresponding conditional input demands:

c(w1, q) = w1 · 2cq + w1 · 2cq = 4cw1q,
x(w1, q) = 2cq,
y(w1, q) = 2cq.

(35)

8. Conclusion

In microeconomics, besides the famous Cobb-Douglas and CES production function, the gene-
ralized Sato production function was proposed in 1960’s as a new form of production function.
However, to the best of our knowledge, the proofs that the generalized Sato production function
satisfies four properties - continuity, strict monotonicity, strict quasiconcavity and the value of
the function at the point zero must be the zero, are missing in literature. So, as fulfilling the
first goal of this paper, we have given the rigorous proofs that the generalized Sato production
function is continuous, strictly increasing and strictly quasiconcave over its domain. Moreover,
we have treated the cost minimization problem with generalized Sato production function and
proved that the problem has a unique solution, which was the second goal of this paper. This
result implies the existence of the corresponding cost function and conditional input demands,
which is an important result in microeconomic theory. For the future research, the sensitivity
analysis and some comparative analysis of the chosen generalized Sato production function
as opposed to others more often used in the applied work can be given. Also, geometric
programming can be applied to solve the cost minimization problem with generalized Sato
production function in a more elegant way.
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