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Abstract. The occurrence of earthquakes has been studied from many aspects. Appar-
ently, earthquakes occur without warning and can devastate entire cities in just a few
seconds, causing numerous casualties and huge economic loss. Great e�ort has been di-
rected towards being able to predict these natural disasters, and taking precautionary
measures. However, simultaneously predicting when, where and the magnitude of the next
earthquake, within a limited region and time, seems an almost impossible task. Techniques
from the �eld of data mining are providing new and important information to researchers.
This article reviews the use of arti�cial neural networks for earthquake prediction in re-
sponse to the increasing amount of recently published works and presenting claims of being
e�ective. Based on an analysis and discussion of recent results, data mining practitioners
are encouraged to apply their own techniques in this emerging �eld of research.
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1. Introduction

Earthquakes can severely damage or destroy a whole region in seconds. Due to its
devastating e�ects, earthquakes are a serious threat to modern society (e.g. the
2011 earthquake o� the Paci�c coast of Tohoku with a magnitude of Mw 9.0 or
the earthquake in Chile in 2015 that occurred 46 km o�shore from Illapel, with a
magnitude of Mw 8.3). For more than 100 years, scientists have searched for suc-
cessful methods for earthquake prediction or for reliable precursors, with no obvious
successes [1].
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Great e�ort was invested on the Park�eld prediction experiment [2]. The results
obtained made the scienti�c community wonder if earthquakes could be predicted
at all. This question is still a matter of discussion among experts. The Park�eld
experiment supposed a change in earthquake prediction so that earthquake fore-
casting is today performed using probabilities and errors [3]. Other researchers still
refer to natural pre-earthquake phenomena such as gravity variations, radon ema-
nation, anomalous electric �elds and changes in meteorological parameters such as
temperature and relative humidity [4].

The lack of consensus among researchers on building a time-dependent earth-
quake forecasting model has led the Regional Earthquake Likelihood Models (RELM)
working group to generate 18 di�erent models [5]. Moreover, there are other groups
such as the Collaboratory for the Study of Earthquake Predictability (CSEP) [6]
and that of [7] in New Zealand.

Although considerable research is devoted to the science of short-term earth-
quake forecasting, standardization of operational procedures is in a nascent stage
of development. The problem is challenging because large earthquakes cannot be
reliably predicted for speci�c regions over time scales that span less than decades.
This means that short-term forecasts of these events never project high probabilities,
and their incremental bene�ts for civil protection, i.e., relative to long-term seismic
hazard analysis, have not been convincingly demonstrated.

Earthquake prediction is a very technical �eld with vast literature and active
research taking place all over the world. Therefore, this survey reports on the
methodologies for operational earthquake forecasting either currently deployed or
perhaps feasible for civil protection in the next several years, while paying special
attention to those based in arti�cial neural networks.

The rest of the paper is structured as follows. Section 2 provides an introductory
description on earthquake generation and occurrence. Next, in Section 3, fundamen-
tals on arti�cial neural networks are introduced. In particular, feedforward, radial
basis function and recurrent neural networks are reviewed, since they are the most
used models in this research �eld. The most relevant works recently published re-
lating to earthquake prediction based on arti�cial neural networks can be found in
Section 4. Finally, conclusions derived from this study are summarized in Section 5.

2. Earthquake occurrence

Earthquakes are mainly due to active faults but can be generated by other causes
such as volcanic activity, border friction between plates, man-made nuclear explo-
sions and others factors. Damaging earthquakes are supposed to occur at depths
below 50 km.

Tectonic stress within the Earth's plates breaks rocks around a fault generating
an area of weakness. Tectonic stress slowly accumulates and may exceed the mass
strength causing a sudden rupture along a small fault patch. This is followed by a
complex dynamic process. The movement starts in the nucleation zone and spreads
across the fault surface(s) generating an earthquake. Consequently, some of the
accumulated energy is released in the form of seismic waves.

Depending on the magnitude and origin, earthquakes can cause displacements of
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the Earth's crust, landslides, liquefaction, tsunamis or even volcanic activity. There
are di�erent scales for measuring released energy. The moment magnitude, Mw-is
the most reliable scale and is based on the seismic moment [9] and seismic energy
[10]. However, the most frequently measure used in the mass media is the Richter
scale.

Due to its destructive potential, humankind has long been searching for an earth-
quake prediction method. Predicting an earthquake implies stating the exact time,
magnitude and location of a coming earthquake. Great e�ort has been made by the
scienti�c community but, due to the random intrinsic nature of the phenomenon
itself, no valid method has yet been found. It is a known fact that large earth-
quakes occur at faults where long-term observations have been taking place. Some
large earthquakes create a spatial pattern and certain forecasts relating to magni-
tude and location are possible. Nevertheless, earthquakes generation is not a cyclical
process due to the incomplete stress release, the variation of the rupture area and
earthquake-mediated interactions along other faults. This means that the time be-
tween events can be extremely irregular. Consequently, the prediction of the time,
or a relatively close time interval, of an oncoming large earthquake is still the subject
of research.

3. Fundamentals of arti�cial neural networks

Arti�cial neural networks (ANN) are computational models based on an interpreta-
tion of the operation of biological neuron networks. They are universal approxima-
tors and are thus used to estimate functions, the shape of which is a priori unknown.
They are analogous to the manner in which neurons transmit electric signals, sep-
arating input (capturing signal from the senses), processing (combining the inputs)
and output (producing reactions to the inputs).

3.1. Feedforward neural networks

The feedforward neural network was the �rst type of ANN created [11, 12]. It is
based on a simple design in which the connections between the units do not form
cycles and the information moves in only one direction, forward, from the input
nodes through the hidden nodes to the output nodes.

The development of ANN started with the conception of the single-layer percep-
tron network. It raised huge interest due to its ability to recognize simple patterns.
It is formed using several input neurons and one output neuron which is able to
decide when the inputs belong to one of two classes. The output neuron performs
a weighted sum of the inputs, substracts a quantity called threshold and feeds the
result to a step transference function. The result is 1 if the input pattern belongs to
one class and −1 if it belongs to the other.

The �rst ANN only had a single layer due to the di�culty of �nding a reasonable
method to update the weights of the hidden neurons connections, as it is di�cult
to de�ne the error in this case (contrary to the output neurons, in which the error
is easy to compute). With the creation of the backward propagation of errors (or
backpropagation) algorithm, it was �nally possible to train multiple layer ANN, or
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FFNN. Learning by backpropagation is performed in multi-layer perceptrons, as in
the case of the simple perceptron, by presenting inputs to the network. If it computes
an output vector which coincides with the objective, nothing else is done. However,
if there is an error (a di�erence between the output and the objective), the weights
are adjusted to reduce it. The algorithm distributes the contribution of each weight
in the generation of the output, trying to reduce the error to a minimum.

3.2. Radial basis function networks

Radial basis function networks (RBFNs) [13] perform classi�cation by measuring the
similarity of the input to examples extracted from the training set. A prototype is
just one of the examples from the training set, and is stored by each RBFN neuron,
which compares the input vector to its prototype, and outputs a value between 0
and 1 which is a measure of similarity. If the input is equal to the prototype, then
the output of that RBF neuron will be 1. As the distance between the input and
prototype grows, the response falls o� exponentially towards o. When faced with the
problem of classifying a new input, each neuron computes the distance (Euclidean
or other) between the input and the prototype stored in it. Then, if the input more
closely resembles the class A prototypes stored in the network than the class B
prototypes, it is classi�ed as class A. The prototype vector is also often called the
neuron's center, since it is the value at the center of the bell curve.

RBFNs do not su�er from local minima in the same way as FFNNs. This is
because the only parameters that are adjusted in the learning process are the linear
mapping from the hidden layer to the output layer. This linearity ensures that the
error surface is quadratic and therefore has a single easily found minimum. However,
RBFNs do have the disadvantage of requiring a good coverage of the input space by
the prototypes, whose centres are determined with reference to the distribution of
the input data, but without reference to the prediction task. As a result, resources
may be wasted on areas of the input space that are actually irrelevant to the learning
task.

3.3. Recurrent neural networks

FFNNs have some limitations inherent to their design that can be overcome by
changing their architecture. Recurrent neural networks (RNNs) [14, 15] suppose
an improvement over the FFNN as they allow for the presence of cycles in the
connections of the di�erent neurons and the �ow of the information is bi-directional,
which provides a memory of recent events.

The basic architecture of a RNN is the fully recurrent network: a network of neu-
rons, each with a directed connection to every other unit and a time-varying output.
As in the case of ANNs, each connection has a modi�able weight which is updated
in proportion to its derivative with respect to the error using gradient descent. Al-
though there are other alternatives, the standard method is called backpropagation
through time, a generalization of backpropagation for feedforward networks.

Apart from the fully recurrent network, there are many other di�erent types of
RNNs, according to their topology and training algorithm. One of the oldest �avors
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of the RNN is the Hop�eld network, which has symmetric connections and uses
Hebbian learning. The Elman network and Jordan networks are also remarkable
variants of the RNN. Elman networks (also called Simple Recurrent Networks) add
layer recurrent connections with delays in a context layer, which allow them to learn
any dynamic input-output relationship arbitrarily well, given enough neurons in the
hidden layers. Jordan networks are similar, but the context units are connected to
the output layer instead of the hidden layer.

More modern variations of the RNN are in the basis of deep learning. For
example, the Long Short-Term Memory (LSTM), which help preserve the error that
can be propagated through time and layers. By maintaining a more constant error,
they allow the RNN to continue to learn over many time steps (over 1000), thereby
opening a channel to link causes and e�ects remotely.

4. Earthquake prediction by means of ANN

Neural networks are nowadays widely used in many di�erent �elds for pattern recog-
nition and classi�cation problems [16]. Nevertheless, few studies have used neural
networks for earthquake prediction.

Alves [17] was one of the �rst authors in proposing neural networks for earthquake
forecasting. It was successfully used with the seismicity of the Azores but a wide
time-location window was used.

Panakkat and Adeli [18] proposed eight seismicity indicators for predicting the
largest earthquake in the next month using neural networks. Later, the same authors
presented in [19] a method for predicting the magnitude and location of moderate to
large earthquakes based on the eight seismicity indicators de�ned in their previous
work.

Two di�erent approaches were used both based on the RNN. Madahizadeh and
Allamehzadeh [20] studied the concentration and trend of the 2008 Sichuan earth-
quake. A Kohonen arti�cial neural network was used. Aftershocks were used as
input.

A RBF neural network was applied to, again, southwest China in 2009 [21].
However, this time the authors compared their approach to that of a backpropagation
feedforward neural network. Although they used seven di�erent inputs, no feature
selection was applied, thus making it di�cult to �gure out which ones were useful
and which ones were not.

A comparison between a non-linear forecasting technique and the ANN for re-
gions of Northeast India was performed in [22]. They obtained similar results with
both methods although slightly better for the ANN. However, the correlation coef-
�cient estimated was quite low which suggested, according to the authors, that the
earthquake dynamics of the region are chaotic.

In 2011, Moustra et al. [23] evaluated the accuracy of arti�cial neural networks
for earthquake prediction using a time series of magnitude data or seismic electric
signals in Greece. The average reported accuracy was 80.55% for all earthquakes,
but only 58.02%, for what they considered major events (magnitude larger than 5).
After performing the analysis with di�erent inputs, they also concluded that training
the ANN is a key factor that may greatly in�uence the quality of results.
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Shah and Ghazali [24] proposed a new approach to predicting earthquake magni-
tude in North California (USA). A population-based algorithm called Improved Ar-
ti�cial Bee Colony algorithm was proposed to enhance computational issues reported
in the training process of the multilayer perceptron. The results were compared to
those of a standard backpropagation neural network.

The performance of ANNs in the Northern Red Sea was already assessed in [25].
In particular, the area of the Sinai Peninsula, the Gulf of Aqaba, and the Gulf
of Suez were explored. The proposed model was based on the feedforward neural
network with mul-tiple hidden layers. The selected inputs were location, magnitude,
source depth and time stamp. Results were compared to four di�erent predictors
(normally distributed, uniformly distributed, simple moving average, curve �tting)
showing that the proposed approach provided higher forecast accuracy than other
evaluated algorithms.

Later in 2013, Reyes et al. [26] presented a new method for earthquake prediction
based on the ANN. The input for the ANN was based on the b-value [27], the Bath's
law [28] and the Omori-Utsu's law [29]. The b-value variations were used as input for
the ANN similarly to [30]. Two kinds of predictions were provided: a) the probability
that earthquakes larger than a threshold magnitude occur and b) the probability that
an earthquake within a magnitude interval might happen. Four regions of Chile were
analysed: Taka, Pichilemu, Santiago and Valparaiso. The average results were 0.49,
0.78, 0.65 and 0.74, respectively.

Subsequently, similar research was conducted in [31] that studied the same two
seismogenic zones as analyzed in [30]. The authors compared the ANN with other
well-known classi�ers: the M5P algorithm [32], the support-vector machine (SVM)
[33] and the Naive Bayes (NB) [34]. The statistical tests showed that the best
results were ob-tained using the ANN. An average result of 0.58 was obtained for
the Alboran Sea and 0.71 for the Western Azores-Gibraltar Fault.

Next, Martínez-Álvarez et al. [35] studied the use of di�erent seismicity indicators
as input for the ANN. To do so, the inputs proposed in [18, 26, 31] for the zones and
considered were compared. To improve the prediction, feature selection was used.
Finally, a new set of inputs resulting from a selection of the works analyzed was
proposed. The new proposed ANN increased the results from 0.50-0.57 to 0.69 for
the Alboran Sea and from 0.59-0.71 to 0.81 for the Western Azores-Gibraltar Fault.

An application of a supervised RBF neural network and ANFIS model for earth-
quake occurrence in Iran can be found in [36]. The authors analyzed spatial-temporal
variations in eight well-known seismicity parameters for the 2008 Qeshm earthquake.
The reported results showed the existence of spatial and temporal preconditions for
the occurrence of forthcoming main shocks, at least, in the case study.

Amar et al. [37] applied arti�cial neural networks to predict the earthquake
magnitude class in 2001. They divided data into four di�erent classes, based on
di�erent earthquake magnitude values. After retrieving data from the USGS catalog,
they used a RBF neural network to analyze data from di�erent locations in Alaska,
USA. The results were compared to those obtained by the backpropagation neural
network.

Di�erent areas in southwest China were analyzed in [38]. The authors considered
seven di�erent inputs and evaluated seventeen di�erent groups of samples by means
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of the Levenberg-Marquardt [39] backpropagation algorithm to train a feedforward
arti�cial neural network. The results were compared to the simple backpropagation
algorithm. The number of neurons in the hidden layer was identi�ed empirically.

The work introduced in [40] evaluated the accuracy of the ANN for earthquake
prediction. The authors proposed an ANN-based (EQP-ANN) method named Earth-
Quake Predictor. The city of Tokyo was studied. Earthquakes larger than 5.0 were
analyzed for a time-window of seven days. The statistical tests showed that there
are signi�cant di�erences between the EQP-ANN and the other machine learning
algorithms examined. The statistical tests showed average results between 0.72 and
0.80.

The North Tabriz Fault (NW Iran) has also been analyzed using the ANN [41].
In particular, the authors proposed feedforward ANN training using a genetic algo-
rithm. A high-quality catalog was used after merging data from both the Interna-
tional Institute of Earthquake Engineering and Seismicity of Iran and the Iranian
Seismological Center. Although the reported results were satisfactory, neither fea-
ture selection was applied nor a comparative analysis included.

Asencio-Cortés et al. [42] systematically studied the value of seismicity indicators
as input for an ANN. Five di�erent analyses were conducted on the shape of the
training and test sets, the calculation of the b-value and adjustment of the most
frequently collected indicators. The four seismic regions of Chile used by Reyes
et al. [26] were analyzed. It is important to note that in this work, the value of
the seismicity indicators was precisely determined for the �rst time, closing the gap
between the work of seismologists and data mining experts.

An improved particle swarm optimization algorithm (IPSO) was proposed in [43],
which was successfully combined with a backpropagation-based neural network to
predict earthquake magnitude. The network was composed of three layers and used
six seismicity indicators as input. A coastal area for China was the target zone for
assessing its performance.

The area of Hindukush has also been analyzed by means of neural networks.
In particular, the authors in [44] used the seismicity indicators proposed in [18] as
inputs for the RNN and the Pattern Recognition Neural Network (PRNN) they
designed. The reported results showed promise for these areas and were compared
to other algorithms based on ensemble learning.

All reviewed works are summarized in Table 1.

The analysis of all these works has led to several conclusions. First, the majority
of papers applying neural networks avoid applying the selection step feature. This is
a issue critical since it is well-known that highly uncorrelated variables may exert a
negative in�uence in the model generation. Second, authors are particularly focused
on the magnitude, without de�ning a clear time interval of occurrence. Magnitudes
predicted are not particularly large, therefore, no distinction between moderate and
large earthquakes is made in the prediction. The spatial analysis is simply avoided
in most cases and authors use, perhaps, too wide zones in order to claim precise
location prediction. Finally, no statistical validation nor comparison to methods
behaving intrinsically di�erent is reported.
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Ref. Zone Comparison
[3] Azores (Portugal) �
[30] South California (USA) LM-BP, RBF
[31] South California (USA) LM-BP, RBF
[23] Sichuan (China) �
[39] Yunnan (China) BPNN
[35] Northeast India BPNN
[34] North California (USA) BPNN
[27] Greece �
[2] Northern Red Sea Statistical predictors
[33] Chile SVM, NB
[25] Iberian Peninsula M5P, NB, SVM
[24] Iberian Peninsula, Chile SVM, NB
[42] Qeshm (Iran) �
[4] Alaska (USA) BPNN
[45] Southwest Chine BPNN
[7] Tokyo (Japan) KNN, SVM, NB, J48
[41] Tabriz (Iran) �
[6] Chile �
[22] China BPNN, PSO-BPNN
[8] Hindukush (Pakistan) Random Forest, LPBoost ensemble

Table 1: Summary of zones studied and algorithms used for comparative purposes

5. Conclusions

The application of data mining techniques to predict earthquakes has reached par-
ticularly satisfactory results in recent years. A vast variety of methods are found in
literature: SVM, M5P, Naive Bayes, KNN, J48, Random Forest, LPBoost Ensemble.
However, the quality of the outputs generated by arti�cial neural networks stands
out. In this survey, the successful application of such methods was reported for
many active seismic areas, i.e., Chile, Japan, India, China, Pakistan, USA or the
Iberian Peninsula, Greece or Portugal. Most of them are, on the contrary, focused
on predicting magnitude, for a given horizon of prediction and limited area. Future
research should be directed to addressing the challenging task of simultaneously
predicting when, where and the magnitude of the next earthquake. Another �aw of
most of the papers reviewed here concerns the magnitude that is predicted, which in
general, is not particularly large. Accordingly, the larger the earthquake, the more
di�cult it is to make a prediction. Therefore, there is an impetus to explore the
recently developed imbalanced classi�cation models in order to improve prediction
quality.
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