
Croatian Operational Research Review 23
CRORR 10(2019), 23-33

Jordan neural network for inflation forecasting
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Abstract. In times of pronounced nonlinearity of macroeconomic variables and in situations when
variables are not normally distributed, i.e. when the assumption of i.i.d. is not fulfilled, neural networks
(NNs) should be used for forecasting. In this paper, Jordan neural network (JNN), a special type of NNs
is examined, because of its advantages in time series forecasting suitable for inflation forecasting. The
variables used as inputs include labour market variable, financial variable, external factor and lagged
inflation, i.e. the most commonly used variables in previous researches. The research is conducted at
the aggregate level of euro area countries in the period from January 1999 to January 2017. Based on
250 estimated JNNs, which differ in selected variables, sample breaking point and varying parameters
(number of hidden neurons, weight value of the context unit), the model adequacy indicators for each
JNN are calculated for two periods: in-the-sample and out-of-sample. Finally, the optimal JNN for
inflation forecasting is obtained as the best compromise solution between low mean squared error in-
the-sample and out-of-sample and low number of parameters to estimate. This paper contributes to
existing literature in using JNN for inflation forecasting since it is rarely used for macroeconomic time
series prediction in general. Moreover, this paper defines which set of variables contributes to the best
inflation forecast. Additionally, JNN is examined thoroughly by fixing certain parameters of the model
and alternating other parameters to contribute to the JNN literature, i.e. finding the optimal JNN.
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1. Introduction

Neural networks (NNs) are used for modelling and forecasting in many sciences and in economics
as well. The feedforward NNs (FNNs) are most commonly used in time series analysis for
prediction of stock prices [37], exchange rates [15], GDP [36] etc., and FNNs have been used for
inflation forecasting by only a few researches [1, 10, 17, 36]. The main reason for their popularity
lies in the fact that FNNs can approximate any nonlinear functional form with high precision
[19]. By using FNNs, it is possible to capture nonlinearity and to provide superior accuracy
with respect to linear and nonlinear models without the need to construct a specific parametric
model. However, their parameters are difficult to interpret and their superior performance in-
the-sample does not mean superior prediction on new data, i.e. out-of-sample. Therefore, the
overfitting problem needs to be identified. Namely, by increasing the complexity of the model
it is possible to obtain an almost perfect fit within the sample, i.e. FNNs can learn the irregular
patterns and consequently be less useful for prediction. FNN structure complexity depends,
among others, on the number of parameters estimated which depends on the number of inputs
(p), outputs, the number of hidden layers, and the number of neurons in the hidden layer (q).
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Input and output selection depend on the economic theory, while the choice of hidden layers and
hidden neurons is left to the researchers’ arbitrary decision. Approximation of any nonlinear
functional form is always good with a three-layer NN when q is large enough. However, it is not
precisely defined how large q should be. Therefore, one way to solve the overfitting problem
is model complexity reduction by including only the most important inputs and selecting the
optimal number of hidden neurons. This yields to losing part of the forecasting information.
Another approach is to include a feedback connection from output to inputs in FNN, i.e. by
estimating a type of recurrent NNs (RNNs), particularly the Jordan NN [22]. It compensates
the loss of information with parameters reduction, i.e. it complies with the parsimony principle.
JNN includes the moving average components (MA) or the lagged error terms, which yields
smaller forecasting error, with lower number of inputs than in the FNN, i.e. a lower number of
autoregressive (AR) terms is required.

Previous researches do not reach a consensus on the selection of a suitable NN, but on
the contrary, provide opposite results. Credibility of the results from existing applications is
quite questionable due to missing argumentation and explanation of used RNN structures, i.e.
they use different RNNs by default, without any settings specification as well as neglecting the
overfitting problem and the choice of optimal number of hidden neurons. However, choosing a
suitable NN depends not only on the choice of variables (inputs and outputs) but on numerous
settings that need to be predefined and explained in detail. Therefore, in this paper JNN and
its application will be explained in detail with its predefined structure. The number of inputs
will be selected based on economic theory and varied with the aim to find the set of variables
that best predicts inflation for different periods. The number of hidden neurons will be varied
to find the optimal JNN for inflation forecasting and the optimal weight of the context unit will
be examined. Although in recent economic time series and especially in inflation forecasting,
RNNs are seldom used and although there is literature showing drawbacks of RNNs, they
remain simple and powerful models. Namely, they keep information about past inputs along
with satisfying the parsimony principle since they require a lower number of inputs than FNNs.
In this paper, RNNs will be re-detected, investigated thoroughly and their drawbacks will
be addressed properly. Moreover, besides the careful selection of JNN parameters, it will be
examined whether the change in certain parameters leads to different performances. This paper
contributes to the existing literature firstly by using JNN for inflation forecasting as it is rarely
used for macroeconomic time series predictions. Secondly, the best set of inputs for inflation
modelling and forecasting in periods of deflationary pressures and inflation smoothing in euro
zone is found for the two selected periods. Namely, the hypothesis regarding input selection
goes along with [20] that argues that models containing more information are better in inflation
forecasting. This paper will prove the opposite, i.e. JNN containing only one lag of inflation
yields the best forecasts. This research is not in accordance neither with [23] nor [16] who
suggest that inflation forecasting using the AR model can be significantly improved by several
indicators. However, it goes along with [7] showing good performance of the AR model, where
the model containing some indicators is in most, but not all, cases better than the AR model,
where the best indicator changes over time. Thirdly, the optimal number of hidden neurons
is obtained using the rules of thumb [31, 33] defined from the starting model containing the
largest information set, along with the cascading approach, starting from the smallest JNN
and adding neurons until achieving the improvement in information criteria as in [4]. Finally,
the optimal JNN is selected as the best compromise solution between low in-the-sample and
out-of-sample selection criteria. Since it was not possible to obtain the optimal JNN using
standard procedures, the PROMETHEE method is used as [2, 5] for other applications.

The remainder of the paper is organized as follows. Section 2 presents the literature review.
Section 3 describes methodology. Section 4 presents empirical research results with discussion.
Finally, conclusions and directions for the future research are provided in Section 5.



Jordan neural network for inflation forecasting 25

2. Literature review

The literature review on RNNs shows that there is limited research done using RNNs in time
series analysis and that there is a time gap between fundamental research, re-detection of RNNs
and their use. RNNs and their architectures are often not explained in detail, key elements of
architecture are omitted, and they are compared with incomparable econometric models. Input
selection is often not consistent with economic theory and the number of hidden neurons is
determined by random selection. Most commonly, Elman’s NN (ENN) or combinations with
JNN, as well as other RNNs, are used. This is not econometrically justified and such research
needs to be taken with caution. Research on simulated data and/or non-economic areas give
advantage to RNNs cite13 for predicting time series versus linear, nonlinear model and/or FNNs,
while [20] give the advantage to FNNs. RNNs are simple but powerful models. Their complexity
makes them difficult to train due to the exploding and vanishing gradient problem [8, 32] which
can be solved either by using second order algorithms, weight regularization, not learning
the recurrent weights, careful initialization of RNN parameters or using the Long Short-Term
Memory NNs. Here, it is addressed by careful weight initialization, where recurrent weights are
predefined and not learned. Research on economic and financial time series [3, 6, 10, 12, 37]
gives preference to RNNs for predicting time series versus linear, nonlinear models and/or
FNNs. [34] give preference to RNNs when predicting in the long term, while predicting in the
short term FNNs and linear models give better results. [24] does not give a clear answer to
which NN has better predictive ability, while [11] prefer other artificial intelligence methods for
predicting time series. [15] show that both FNN and RNN are more efficient than GARCH-type
models.

In the inflation analysis, there is limited research which involves forecasting with NNs in
general, and more limited is the number of research using RNNs. Namely, [32] compare FNN,
RBF and RNN with structural and reduced VAR model and show that in the long run RNN
has a higher predictive ability. In the short run, it is preferable to use FNN and linear models.
However, this study does not consider the overfitting problem or the selection of hidden neurons
and there is no explanation of the type of RNN used. [31] compare FNNs with structural,
ARIMA, VAR, and BVAR models. FNNs can predict inflation equally well for 3 and 12 months
ahead, and for 1 month ahead better than the traditional models. [29] compare linear models
and FNNs with a linear component. NNs are better than the best linear model for predicting
services index for the euro zone, and are equal or better for more general consumer and producer
price indices for different countries. [12] compare RS-VAR and RNN, with VAR model and show
that RS-VAR and RNN perform similarly in the short and long run and are significantly better
than the VAR model. [9] compare ARIMA, VAR and FNN. FNN gives better results in-the-
sample and out-of-sample. This paper provides a detailed insight into the NN architecture, but
compares models based on different inputs. [36] compare AR, STAR, AR-NN and FNN. None
of the methods dominates others and the optimal method differs by countries, variables, and
prediction horizon. STAR is better than the AR model, while FNNs’ results are different with
respect to the prediction horizon. AR-NN model is inferior to other methods. They conclude
that p and q selection is a key factor, with the largest estimated NN giving the worst results,
while the simplest giving poor results over long prediction horizons. [10] compare RNN, as
a combination of JNN and ENN, and MS-AR model. Both models perform better than the
linear model, while for the long-term predictions MS-AR is more suitable. However, input
selection is different in different models. [11] use RNN, as a combination of ENN and JNN,
evolution strategies and kernel methods. Inputs, as well as the number of hidden neurons vary
significantly and a large number of parameters is often estimated. The best results are obtained
with a nonlinear AR model based on kernel model. However, these results cannot be compared
due to different methodologies and architectures. [17] use Hybrid and ENN and a combination
of two NNs. NNs are better in predicting inflation than the AR(1) model in 45% of countries,



26 Tea Šestanović

while AR(1) is better in 21% of the countries. However, NN architecture is not explained in
detail. [1] compare a modified FNN with Box-Jenkins approach. FNN has better predictive
abilities. The literature review shows that there is limited research using NNs in time series
analysis in general, and even fewer in inflation prediction. NNs are usually not explained in
detail, with the key elements of architecture being omitted, i.e. inputs, outputs, and hidden
neurons; data division on training, validation and testing; data transformation; initial parameter
values; learning rate; number of iterations; learning algorithm; model selection criteria. In this
paper, NNs are defined from the econometric perspective, their architecture is carefully chosen
for the particular problem and a suitable NN, i.e. JNN, is used for inflation modelling and
forecasting.

Central bank’s (CB) decisions are determined by the expected future inflation and hence
the inflation prediction is crucial for monetary policy making. Given the time lag of its actions,
it is important to timely assess and interpret variables that affect inflation which must take
into account a large set of determinants and interactions. Different structural macroeconomic,
as well as time series models are used, which differ in size, purpose and degree of fundamentals.
Although ECB achieved the highest precision in predicting inflation, there is a tendency of
inflation underestimation in pre-crisis period and overestimation during the crisis. A review of
the models used by CBs to predict inflation in the euro zone is explained in [18]. The most
commonly used are ARIMA, VAR and VECM models [27] and rarely used are the nonlinear
models [10, 26]. Linear models are limited in the presence of nonlinearity, causing predictions
and other conclusions that can be derived from such models to be incorrect. Nonlinear models
require that a nonlinear functional form is defined in advance, which can be infinitely many.
NNs are used because of the disadvantages of linear and nonlinear models.

Literature on inflation is vast; however, the following researches give an overview of the
most frequently used inflation determinants. [14] define a model that consists of product,
labour, money, and an external market. [7] group the best indicators into price indices, labour
market, fiscal and real variables. [23] defines financial variables that predict inflation as they
reflect current and expected monetary policy responses and measures of real economic activity
that predict inflation as they provide information on excess demand. The most commonly
used variables are lagged inflation [9, 29, 31, 32]; exchange rates [21, 22, 30, 34]; monetary
aggregates [11, 27, 28]; interest rates [20]; labour market variables, i.e. wages or unit labour
costs [16, 20]; GDP [9, 20, 25]; industrial production [7] and fiscal policy variables. Researchers
cannot agree on the inflation determinants since they differ through countries and periods.
In this paper, RNN for inflation forecasting is chosen based on the expressed nonlinearity in
the inflation process. It incorporates ARIMA model and the key variables that have emerged
in empirical research as the main inflation determinants. It relies on the theoretical model
[14, 27] which includes the characteristics of demand-pull and cost-push inflation and begins by
establishing a balance between aggregate supply and demand. After calculating the logarithms
and differentiation, the final model is:

πt = φ0 + φ1πt−1 + φ2µt + φ3ωt + φ4εt + νt, (1)

where πt is the current rate of inflation, πt−1 lagged rate of inflation (inertial factor), µt mon-
etary expansion rate (financial variable), ωt rate of change in labour costs (labour market
variable), εt depreciation rate (external factor), while νt captures supply and demand shocks.
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3. Methodology

This paper starts from the theoretical model defined in eq.(1). If the assumptions of linearity
and normality are not meet, the initial model is extended by adding hidden layer between input
and output layer, i.e. several inputs as independent variables and one output as dependent
variable. This yields a three-layered FNN. The parameters of the model, i.e. weights are
estimated using the backpropagation (BP) learning algorithm. The estimators obtained by
the BP algorithm are consistent and asymptotically normally distributed [19]. The name of
the method is derived from the way the weights are adjusted. Namely, during the learning,
inputs are presented to NN and each sample on the training set is spread forward through
NN layer by layer until the output from the network is calculated. The expected output is
then compared with the observed output based on which errors are calculated. Errors are used
as inputs in backpropagation process when the weights are adjusted backward layer by layer.
The adjustments of the weights of the corresponding layer are carried out iteratively. This
process is repeated in the training set until the total error converges to the minimum or until
the maximum number of iterations is reached [33].

3.1. Jordan neural networks

If FNN is extended by adding a feedback from the output to the input layer, JNN is obtained:

πt = f

(
φco +

q∑
h=1

φohg
(
φch + φ1πt−1 + φ2µt + φ3ωt + φ4εt + φrhνt−1

))
+ νt, (2)

where f(·) and g(·) are activation functions. Parameters φco and φch are constant terms in
output and hidden layer respectively. φco h = 1, 2, ..., q are the weights between the hidden
and output layer, φi i = 1, 2, ..., p are the weights between the input and hidden layer, νt
is the error term. φrh is the weight between the context unit and hidden layer, and νt−1 is
the lagged error term. It uses a recursive algorithm [24] which is similar to BP but requires
multiple equations for weight adjustment but provides consistent and asymptotically normally
distributed estimators. The starting model is tested against the JNN containing only lagged
inflation as an input:

πt = f

(
φco +

q∑
h=1

φohg
(
φch + φ1πt−1 + φrhνt−1

))
+ νt, (3)

Model presented by eq.(3) is actually nonlinear ARMA(1,1) with q neurons in a single hidden
layer. This type of JNN is just a special case of eq.(2) and thus it can be considered as nested.
Therefore, the contribution of proposed variables to inflation predictions can be tested by the
null hypothesis H0 : φ2 = φ3 = φ4 = 0. Nevertheless, the same procedure can be obtained for
each variable individually. Therefore, three additional models are estimated separately:

πt = f

(
φco +

q∑
h=1

φohg
(
φch + φ1πt−1 + φ2µt + φrhνt−1

))
+ νt, (4)

πt = f

(
φco +

q∑
h=1

φohg
(
φch + φ1πt−1 + φ2ωt + φrhνt−1

))
+ νt, (5)

πt = f

(
φco +

q∑
h=1

φohg
(
φch + φ1πt−1 + φ2εt + φrhνt−1

))
+ νt. (6)
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3.2. Data

The sample contains monthly data on aggregated euro zone level from 01.1999 to 01.2017,
obtained from the ECBs’ Statistical Data Warehouse database. Inflation rate is the dependent
variable in all models, measured by the annual rate of change of the Harmonized Index of
Consumer Prices - HICP (2015=100). The rate of change of monetary aggregate M3 is used as
the financial variable. M3 represents money supply or total liquid assets. Instead of wages, unit
labour costs (ULC) are used as an indicator of labour market trends. This variable is available
at a quarterly level. To obtain monthly data, its approximations are calculated by a third-order
polynomial, i.e. by using spline interpolation. Nominal effective exchange rate (NEER) is used
as an external factor indicator. It is a weighted domestic currency exchange rate relative to the
currency group of 19 major foreign trade partners, showing the value of the domestic currency
relative to other currencies traded in the euro zone. Descriptive statistics is calculated for
variables with normality, stationarity and independence tests . The results show that inflation
is neither normally distributed, stationary, nor i.i.d., i.e. inflation is nonlinear. The results for
all variables indicate that the assumptions of normality, stationarity and linearity are disturbed,
leading to the necessity of using NNs.

3.3. Analysis

JNN architecture is defined as follows. Inflation rate is the output. Variables are transformed
using normalization function. Activation functions are logistic and linear in hidden and output
layer respectively. Initial weights are randomly selected from the interval [-1,1] which allows
both positive and negative weights as the influences of inputs can have both the positive and
negative sign. Learning rate is 0.001 with a maximum number of iterations of 10000, allowing a
relatively slow but stable convergence. Learning algorithm is a recursive BP. Only one repetition
of training is performed using the same random seed selection for all JNNs . A change in random
seed did not lead to a change in results as investigated on several JNN architectures. Other
parameters are not investigated enough in literature and/or are application dependent. Inputs
depend on economic theory and are varied as in eq.(2)-(6) to investigate which input set best
predicts inflation. One hidden layer is used and the number of hidden neurons is selected with
attention since performances of JNN can vary significantly. The rules of thumb [31, 33] are used

where q should be
N

5(m+ p)
or

N

10(m+ p)
, i.e. they vary from 1 to 5, defined from the initial

model. The weight of the context unit λ, representing the long-term memory, is varied with
values 0.1, 0.3, 0.5, 0.7 and 0.9 according to [3]. It is not learned or trained but determined in
advance to deal with vanishing gradient problem.

JNNs are estimated for 2 scenarios, corresponding to 2 breaking points for JNN estimation,
i.e. deflation and stable inflation. Data in both scenarios is divided on in-the-sample part
used for JNN training, and out-of-sample part kept for forecasting. In Scenario 1, the in-
the-sample contains 192 observations (01.1999-12.2014), and the out-of-sample contains last
25 observations (01.2015-01.2017), where the breaking point is the trough of inflation, i.e. the
highest deflation period. In Scenario 2, the in-the-sample contains data from 01.1999 to 12.2015
(204 observations), and the out-of-sample contains last 13 observations (01.2016-01.2017), where
the breaking point refers to a period of stable inflation. In-the-sample data are additionally
divided using 70% for training and 30% for validation. With 5 different inputs, 5 hidden
neurons, 5 context unit weights and 2 scenarios, 250 JNNs are estimated in R Studio and
compared using mean squared error (MSE) and Akaike information criteria (AIC). Finally, top
10 JNNs are selected and compared for 2 scenarios using the PROMETHEE method in the
Visual PROMETHEE. JNNs are alternatives and the criteria are MSE and AIC. Criteria are
equally important and Gaussian preference function is used.
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in-the-sample out-of-sample
q λ=0.1 λ=0.3 λ=0.5 λ=0.7 λ=0.9 λ=0.1 λ=0.3 λ=0.5 λ=0.7 λ=0.9
1 0.4703 0.4652 0.4662 0.4646 0.4661 4.1844 4.3864 4.4454 4.4055 4.3205
2 0.0589 0.0731 0.0592 0.0542 0.0809 3.3378 3.9383 3.7754 3.0389 2.4757
3 0.0589 0.0651 0.0591 0.0524 0.0915 3.3299 3.8308 3.7697 3.0484 2.2587
4 0.0583 0.0670 0.0595 0.0495 0.0780 3.3701 3.8981 3.8161 3.2093 2.6955
5 0.0705 0.0834 0.0575 0.0524 0.0529 3.7851 4.0544 3.7839 3.4747 3.2216

Table 1: In-the-sample and out-of-sample MSE calculated for JNNs in Scenario 1

φ φ+ φ− Eq. MSEin MSEout AIcin AICout q λ k
JNN42 0.503 0.549 0.046 eq.(3) 0.0542 3.0389 -541.71 45.79 2 0.7 9
JNN43 0.494 0.518 0.024 eq.(3) 0.0524 3.0484 -540.07 53.87 3 0.7 13
JNN44 0.493 0.507 0.014 eq.(3) 0.0495 3.2093 -542.96 63.15 4 0.7 17
JNN117 0.321 0.432 0.111 eq.(6) 0.0504 3.9117 -551.50 56.10 2 0.7 11
JNN120 0.274 0.383 0.108 eq.(6) 0.0476 3.3922 -532.49 82.54 5 0.7 26
JNN118 0.263 0.373 0.110 eq.(6) 0.0495 3.8653 -544.93 65.80 3 0.7 16
JNN70 0.228 0.340 0.112 eq.(4) 0.0489 3.3358 -527.52 82.12 5 0.7 26
JNN17 0.228 0.349 0.121 eq.(2) 0.0504 3.9117 -543.50 64.10 2 0.7 15
JNN103 0.214 0.289 0.075 eq.(6) 0.0537 3.4295 -529.45 62.81 3 0.1 16
JNN123 0.200 0.389 0.189 eq.(6) 0.0488 4.1570 -547.89 67.62 3 0.9 16

Table 2: Top 10 JNNs with flows, equation, in-the-sample and out-of-sample MSE and AIC,
hidden neurons, weight of the context unit and the number of parameters (k) in Scenario 1

4. Results and discusion

4.1. First scenario

Based on 125 estimated JNNs in Scenario 1, MSEs in-the-sample and out-of-sample are calcu-
lated. Table 1 contains MSEs calculated for eq.(3) in Scenario 1 (the results for eq.(2), eq.(4)-(6)
are omitted due to the lack of space but available upon request). The results indicate that JNNs
with only 1 hidden neuron do neither learn nor predict well. Increasing q significantly decreases
MSEs. In the majority of JNNs, the best results are obtained with 2 to 4 hidden neurons. In-
creasing q to 5 results in higher MSEs. λ equal to 0.7 gives stable results for all variables,
yielding the lowest MSEs. Since it is not possible to find a JNN that has simultaneously low
in-the-sample and out-of-sample MSEs, next step is the elimination of JNNs that do not learn
well, i.e. JNNs with MSEs higher than 0.06 are excluded to ease further ranking. Optimal
JNN is selected using the PROMETHEE method. The rankings of the top 10 JNNs with net
φ, positive φ+ and negative φ+ flows, model equation, in-the-sample (in) and out-of-sample
(out) MSE and AIC, the number of hidden neurons, context unit weight, and the number of
parameters k are given in Table 2. The results indicate that top 3 JNNs are estimated from
eq.(3), i.e. with only one input (lagged HICP). The parsimony principle is satisfied with a small
number of estimated parameters. The highest ranked is JNN42 with the lowest MSE and AIC.
It is estimated using 2 hidden neurons and context unit weight of 0.7. In 8 out of 10 JNNs, λ
is 0.7. The number of hidden units is indicative, i.e. in 8 out of 10 cases q is 2 or 3.

It was expected that models containing more variables would have better performances,
which is not the case, since only 1 out of 10 JNNs have all 4 variables in the model. ULC in
eq.(5) is not selected among the top 10, i.e. it is not a good inflation predictor. M3 in eq.(4)
is ranked 7th, whereas NEER gives solid performances, i.e. it is ranked 5 times among top 10
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JNNs, however not in the top 3. It can be concluded that variable selection plays a key role in
modelling and forecasting inflation where satisfying parsimony principle leads to a JNN that
has both good in-the-sample and out-of-sample performances, with no overfitting problem.

4.2. Second scenario

In the second Scenario also 125 JNNs are estimated with the same settings as in the Scenario 1.
Table 3 contains MSEs calculated for eq.(3) in Scenario 2. The results are assuredly similar as
the best performances are obtained with 2 to 4 hidden neurons. λ equal to 0.7 gives again stable
results for all variables, yielding the lowest MSEs, whereas other context unit weights that give
low MSEs in-the-sample, have high MSEs out-of-sample and vice versa. After following the
same procedure as in Scenario 1, the rankings of the top 10 JNNs are given in Table 4. The
results indicate that among top 4 JNNs, three are estimated from eq.(3) and one is estimated
from eq.(6), making HICP from a previous period and NEER the best two predictors. NEER
is ranked among the top 10 three times, whereas eq.(3) 4 times. ULC is not selected among the
top 10 neither in this scenario, whereas M3 is ranked the 10th. The highest ranked is JNN44
with optimal values of MSE and AIC in-the-sample and out-of-sample. λ is 0.7 in 8 out of
10 JNNs which leads to a conclusion that no matter which variables are used and for which
periods, the best results are always obtained with λ of 0.7. Moreover, λ of 0.9 is selected as the
best in 2 out of top 10 JNNs, i.e. higher values of λ are to be selected in forecasting inflation
due to a long memory of the underlaying process. The number of hidden units is also indicative,
i.e. in 7 out of 10 cases q is 2 or 3.

When comparing Scenarios 1 and 2, 8 out of top 10 JNNs have the same architecture setting,
i.e. no matter which sample is chosen, the same JNNs, if chosen right, always give the best
results. This is why it is important to select properly the NN architecture in general. It can be
concluded that variable selection plays a key role in modelling and forecasting inflation where
satisfying parsimony principle leads to a JNN that has both good in-the-sample and out-of-
sample performances with resolved overfitting problem. The findings regarding the variables
used are some in favour of previous research, and some yield opposite findings. [20] concludes
that the models that include more information are better in inflation forecasting than models
based on a narrower information set, while here JNN containing only one lag of inflation yields
the best forecasts. [23] and [16] suggest that inflation forecasting using AR model can be signif-
icantly improved by several indicators, which is not the case here. [7] show good performance
of the AR model, where the model containing some indicators is in most but not all cases
better than the AR model and the best indicator changes over time, which was proven by this
paper. NEER and M3 were important in [22] and [25] respectively. Moreover, the breaking
point significantly influences MSEs as shown from comparison of 2 Scenarios, as there is a
significant difference in out-of-sample MSEs with much better inflation predictions in Scenario
2. The unexpected deflation period influenced higher out-of-sample MSEs in Scenario 1 and
higher in-the-sample MSEs in Scenario 2, i.e. none of the JNNs, including different scenarios
and variables, could anticipate the deflation period.

in-the-sample out-of-sample
q λ=0.1 λ=0.3 λ=0.5 λ=0.7 λ=0.9 λ=0.1 λ=0.3 λ=0.5 λ=0.7 λ=0.9
1 0.5844 0.5763 0.5766 0.5767 0.5792 3.2638 3.4238 3.5016 3.4650 3.4040
2 0.0583 0.0578 0.0571 0.0576 0.0912 2.4692 2.8968 2.9498 1.6168 1.6992
3 0.0584 0.0574 0.0571 0.0549 0.0893 2.4398 2.8810 3.0127 2.1617 1.6725
4 0.0579 0.0596 0.0579 0.0528 0.0857 2.4980 3.0428 3.0945 1.6952 1.7955
5 0.0598 0.0681 0.0558 0.0533 0.0815 2.8900 3.2969 2.9599 2.1547 1.8571

Table 3: In-the-sample and out-of-sample MSE calculated for JNNs in Scenario 2



Jordan neural network for inflation forecasting 31

φ φ+ φ− Eq. MSEin MSEout AIcin AICout q λ k
JNN44 0.502 0.532 0.029 eq.(3) 0.0528 1.6952 -565.86 40.86 4 0.7 17
JNN123 0.454 0.521 0.066 eq.(6) 0.0476 2.7123 -589.29 44.97 3 0.9 16
JNN42 0.446 0.509 0.063 eq.(3) 0.0576 1.6168 -564.39 24.25 2 0.7 9
JNN43 0.369 0.414 0.045 eq.(3) 0.0549 2.1617 -566.19 36.02 3 0.7 13
JNN117 0.360 0.475 0.115 eq.(6) 0.0511 3.0687 -584.81 36.58 2 0.7 11
JNN23 0.313 0.433 0.119 eq.(2) 0.0476 2.7123 -577.29 56.97 3 0.9 22
JNN17 0.268 0.396 0.128 eq.(2) 0.0511 3.0687 -576.81 44.58 2 0.7 15
JNN45 0.264 0.349 0.085 eq.(3) 0.0533 2.1547 -556.05 51.98 5 0.7 21
JNN118 0.245 0.383 0.128 eq.(6) 0.0510 3.0389 -575.27 46.45 3 0.7 16
JNN70 0.222 0.365 0.143 eq.(4) 0.0498 2.4484 -559.87 63.64 5 0.7 26

Table 4: Top 10 JNNs with flows, equation, in-the-sample and out-of-sample MSE and AIC,
hidden neurons, weight of the context unit and the number of parameters (k) in Scenario 2

5. Conclusion

In this paper, the aim was to investigate JNNs in inflation modelling and forecasting. Namely,
the influence of inputs and hidden units’ selection, the choice of the context unit weight and
different sampling on JNN performances in-the-sample and out-of-sample is examined. A total
of 250 JNNs are estimated and compared using MSE and AIC. The optimal model selection
follows two steps. Firstly, JNNs that do not learn well are eliminated from further examination.
Secondly, using the PROMETHEE method, JNNs are ranked and the top 10 JNNs are compared
within 2 scenarios. The results show that in most cases the simplest JNNs are ranked the
highest, i.e. JNNs with lagged inflation or JNNs with additional variable (NEER or M3). ULC
is not ranked among the top 10, i.e. it is not a good inflation predictor. It was expected that
models containing more variables would perform better. This is not the case since only 1 or
2 out of the top 10 JNNs have all 4 variables. The research is not in accordance neither with
[25] nor [16] suggesting that inflation forecasting using AR model can be significantly improved
by several indicators. Both variable and sample selection play the key role in modelling and
forecasting inflation where satisfying parsimony principle leads to a JNN that has both good in-
the-sample and out-of-sample performances. Moreover, 80% of top 10 JNNs have 2 or 3 hidden
neurons and the weight of the context unit of 0.7. The best JNN for inflation modelling and
forecasting, no matter which scenario is observed, contains only lagged dependent variable with
2 and 4 hidden neurons in Scenario 1 and 2 respectively, and weight of the context unit of 0.7.
An optimal number of hidden neurons was obtained using the rules of thumb, along with the
cascading selection approach as in [4]. Moreover, optimal context unit weights have not been
thoroughly investigated previously and if mentioned they were usually set in advance. This
paper investigated which value is appropriate in this application as in [3]. Since the optimal
context unit weight is 0.7 it can be concluded that it is data-driven and a very important
parameter in selection of appropriate JNN structure.

Inflation has a key role for monetary and fiscal policy decision makers, where the appropriate
inflation forecasting enables them to perceive in advance its direct and indirect effects on the
future state of the economy. Therefore, this paper points to NNs in general and especially JNNs
for forecasting inflation, which is important not only for researchers but also practitioners and
policy makers. However, input selection is based on a theoretical model which limits its number.
Selecting different inputs one can investigate the robustness of the results. The research is
conducted on aggregated euro zone level. It would be worth verifying the robustness of the
selected architecture in other countries. Moreover, there is still a challenge for the researchers
to improve the performances of NNs in forecasting time-series in general. The use of different
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algorithms or other NN architectures with different fixed and varying parameters opens up
space for future work and further studies. Directions for future research include modelling
and forecasting time-series using different RNNs since other types have been developed, which
are proven to be more efficient than standard NNs, whose results are insufficiently analysed in
economics.
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