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Abstract

Purpose: The purpose of this study is to explain the mediating effect of knowledge sharing (KS) between 
leader-member exchange (LMX) and work integration (WI) on healthcare workers. The study also exam-
ines the direct effects of LMX on WI among selected healthcare workers in Türkiye. 

Methodology: The study targeted a sample of N = 295 to provide relevant information. The data were col-
lected using an adopted questionnaire, including LMX (Baş et al., 2010), KS (Chennamaneni et al., 2012), 
and WI (Schaufeli et al., 2002). A purposive stratified sampling method was used since the participants 
were considered based on predefined criteria. The study used a 5-point Likert scale ranging from 1= strong-
ly disagree to 5= strongly agree. SPSS 22.0 and AMOS 17.0 packages were used for data analysis and inter-
pretation of statistical outputs.

Results: The study revealed a significant positive relationship between variables. Goodness of fit values of 
the scales were also checked. First, the mediating variable (knowledge sharing) between LMX and WI was 
investigated. Second, the effect of LMX on WI was explored. Based on the findings, a significant positive 
relationship was found between the variables of the study. 

Conclusion: According to the research results, significant relationships were found between LMX and WI, 
between LMX and KS, and between KS and WI. In addition, it was determined that knowledge sharing 
had a mediating role in the effect of LMX on WI, which was the main purpose of the research. According 
to the research results, high-quality LMX relationships enable employees to be more open to KS and to 
integrate more into their work. In this case, KS acts as a bridge that strengthens the link between LMX and 
WI. Employees find greater meaning in their work by sharing their knowledge, which in turn increases their 
commitment to it. As a result, leaders creating a culture that supports knowledge sharing can be seen as an 
effective way to increase work integration and improve organizational performance.

Keywords: Leader-member exchange, knowledge sharing, work integration, healthcare professionals
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1.	 Introduction

Today, the number of studies on work integration 
and leader-member exchange is increasing. Theo-
rists and organizational practitioners are highly mo-
tivated to find better ways to improve individual per-
formance, enhance work integration, and increase 
job satisfaction (Podsakoff et al., 2007; Chan & Mak, 
2012; Örtqvist & Wincent, 2006). Based on the stud-
ies in the literature, it was found that employee at-
titudes toward innovative participation are mainly 
triggered by their sense due to the relationships that 
different teams have within the working environ-
ment, departments, or with their leaders (Tierney 
et al., 1999). It was also concluded that LMX has 
an impact on interpersonal relationships by foster-
ing constructive collaboration among employees to 
achieve greater outcomes (Bae et al., 1997; Gerstner 
& Day, 1997). It was shown in our study that LMX 
has the potential to reduce and limit or even improve 
employees’ work integration. Furthermore, it causes 
a wide range of strategic and operational outcomes, 
and organizational short and long-term goals can be 
met on time (Adil & Awais, 2016).
It is believed that human exchanges and commu-
nication are the primary sources of knowledge 
sharing; knowledge sharing can be characterized 
as the interpersonal relation and interaction level 
that facilitates transmitting and receiving infor-
mation from one employee to another (Argote 
& Ingram, 2000). According to Widen-Wulff and 
Suomi (2007), knowledge sharing occurs in indi-
vidual minds and can only exist if individual minds 
agree to transform what they know. Du et al. (2007) 
believe in knowledge sharing via deliberate and 
resource-intensive efforts. Nooteboom (1999) sug-
gests three different dimensions of knowledge: (1) 
breadth, (2) depth, and (3) tastiness. 
Based on the above argument, it is perceived and 
identified that studies on the impact of LMX on 
business integration have not fully addressed the 
issue. Michel and Tews (2016) found that the inves-
tigation of LMX requires further elaboration. The 
majority of previous studies, for instance Hong et 
al., 2004; Kenney & Gudergan, 2006; Zahra et al., 
2020, focused on either organizational integra-
tion or knowledge integration (knowledge shar-
ing). However, many studies related to incorpora-
tion in the literature do not adequately address the 
complexities of today’s globalized business envi-
ronment. In the current study, we propose an in-
tegrated work frame that involves leader-member 
exchange, knowledge sharing, and work integration 
with experiential statistics from healthcare organi-

zations, aiming to develop a more comprehensive 
viewpoint of the relationship between the selected 
scales. In line with this purpose, the study seeks an-
swers to the following questions.
RQ1:	� To what extent does leader-member ex-

change affect work integration among 
healthcare workers? 

RQ2: 	� What is the relation between leader-mem-
ber exchange and knowledge sharing? 

RQ3: 	� To what extent does knowledge sharing af-
fect work integration among healthcare 
workers in Türkiye? 

RQ4: 	� Does knowledge sharing mediate the rela-
tion between leader-member exchange and 
work integration? 

According to previous studies, the leader-mem-
ber exchange affects employee performance and 
strengthens the relation between employees and 
leaders. This is proven by several experts, for ex-
ample, according to Rugian et al. (2017), employee 
performance significantly contributes to leader-
member exchange. Further, according to Arsinta-
diani and Harsono (2002), LMX positively affects 
employee work integration. Meanwhile, Sa’adah et 
al. (2022) suggest further investigation into LMX 
and work integration, particularly regarding service 
organizations. To support these arguments, we pro-
pose the following specific objectives for this study:

RO1:	� Examine the influence of leader-member ex-
change on the work integration of healthcare 
workers. 

RO2:	� Investigate the relationship between leader-
member exchange and knowledge sharing 
among healthcare workers in Türkiye. 

RO3:	� Explore the effect of knowledge sharing on 
work integration among healthcare workers. 

RO4:	� Understand the mediating effect of knowl-
edge sharing between leader-member ex-
change and work integration. 

2.	 Literature review and hypothesis 
development

2.1	 Leader-member exchange and work integration

The concept of leadership theory has become a 
significant focus of scientific investigation. It has 
established many experimental research consid-
erations in managerial and organizational contexts. 
LMX theory was revolutionary and for two main 
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reasons. First, leader-member exchange, or LMX, 
focuses on the unique dyadic relationship that ex-
ists between leaders and their followers. Second, 
leaders do not form the same type of affiliation or 
connection with each of their followers (Gerstner & 
Day, 1997). According to LMX theory, leaders vary 
their interactions with individuals and, as a result, 
start different relationships with their followers. 
Two issued meta-analyses on LMX supported vari-
ous relations between LMX and a variety of attitu-
dinal and behavioral outcomes. The initial studies 
on LMX theory were predominantly focused on 
individual relationships and behavioral outcomes 
within organizations (Gerstner & Day, 1997; Ilies 
et al., 2007). Workers looking for new opportuni-
ties and striving to advance their workplace are re-
quired since today’s global businesses are constantly 
changing (Oldham & Cummings, 1996; Rank et al., 
2004; Unsworth, 2001). There are various studies on 
leadership; Tierney et al., 1999; Zhou and George, 
2003 explained the ideas of leadership, Jaussi and 
Dionne, 2003; Jung et al., 2003; Sosik et al., 1998 
examined the character of transformational leader-
ship, Wang and Noe, 2010 focused on motivational 
leadership, and Zhang and Bartol, 2010 studied 
how to empower leadership. Other researchers 
have begun to investigate the link between a rela-
tional concept of leadership, namely LMX, and in-
novation (Atwater & Carmeli, 2009; Scott & Bruce, 
1994; Tierney et al., 1999). LMX theory is distin-
guished from other leadership approaches by its 
explicit emphasis on special, dyadic relationships 
and the notion that leaders and followers negotiate 
their relationship over time (Dansereau et al., 1973; 
Graen & Schiemann, 1978). Therefore, our study 
suggests the first hypothesis as follows: 

H1: Leader-member exchange has a positive rela-
tionship with work integration. 

2.2	 Leader-member exchange and knowledge sharing

In today’s knowledge-based economy, knowledge is 
the most important foundation for organizational 
existence (Nonaka & Takeuchi, 1995; Nonaka et al., 
1994). Individual knowledge sharing is one of the 
most important practices for achieving organiza-
tional effectiveness since it is the basis for creativ-
ity and innovative knowledge creation (Nonaka & 
Takeuchi, 1995; Nonaka et al., 1994; Quigley et al., 
2007). However, encouraging individuals to do so 
in a competitive workplace is difficult due to the 
unique characteristics of knowledge sharing. For 

example, each individual’s awareness is considered 
a valued resource (French & Raven, 1959; Jang et 
al., 2002; Cabrera & Cabrera, 2005). Furthermore, 
shared knowledge is accessible to all, and individu-
als can exacerbate free rider issues (Cabrera & Ca-
brera, 2002). It is indicated in some studies that 
individuals may lose their competitive advantage 
because of their knowledge sharing, which comes 
at a high cost and carries significant risk.

As a result, employees cannot share their knowl-
edge unless there is a clear motivator, such as reci-
procity (Chiu et al., 2006; Ipe, 2003). The current 
study aims to use social exchange theory to better 
understand how employees share their knowledge. 
Researchers (Cropanzano & Mitchell, 2005; Huang 
et al., 2008) argue that social exchange theory em-
phasizes reciprocity prospects or standards and can 
provide valuable insight into why people choose to 
share or not to share their information and knowl-
edge with others. For instance, social exchange 
theory is utilized to analyze how trust, fairness, and 
management support are all connected to informa-
tion or knowledge sharing (Mooradain et al., 2006; 
Wu et al., 2007). 

Individuals with poor exchange ideology, on the 
other hand, do not easily change their attitudes or 
actions based on how other workers perceive them 
(Pazy & Ganzach, 2010). Many researchers (Chiab-
uru & Byrne, 2009; Coyle-Shapiro & Neuman, 2004; 
Pazy & Ganzach, 2010; Redman & Snape, 2005; 
Scott & Colquitt, 2007; Takeuchi et al., 2011) claim 
that exchange philosophies have a negative direct 
effect on attitudes and behaviors of employees. In-
dividuals with a durable exchange philosophy pre-
fer to keep score and are open to social exchange. 
In the absence of favorable care or rewards, they 
are more likely to exhibit negative attitudes and 
poor performance (Chiaburu & Byrne, 2009). Thus, 
based on previous literature, the current study sug-
gests the following hypothesis: 

H2: LMX has a positive relationship with knowledge 
sharing.

2.3	 Knowledge sharing and work integration

Knowledge sharing is a common theme in knowl-
edge integration, and it will be used to illustrate the 
implications that arise from the path-dependent 
nature of knowledge by farming the task of knowl-
edge integration as a cycle (Carlile & Rebentisch, 
2003). In line with the belief that individuals’ com-
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munications are the primary source of knowledge 
sharing, the term can be broadly defined as inter-
personal exchanges that involve transmitting and 
receiving knowledge, information, or ideas from 
others (Argote & Ingram, 2000). A link between 
tacit and explicit knowledge and performance ef-
ficiency, especially in hostile environments, was 
discovered (Akgün et al., 2005). Since tacit knowl-
edge is hidden, unspoken, and explicit, it can be ex-
pressed through individuals’ social networks (Hor-
váth, 2007). Knowledge must circulate and move 
continuously throughout the organization because 
it is considered valuable for work integration.

Furthermore, there is work integration and organi-
zational performance as long as there is a flow of 
information, knowledge, and ideas (Stewart et al., 
2000). Knowledge sharing is the transmission or 
distribution of knowledge from one person or com-
munity to another (Chieu Hsu, 2008). Knowledge 
sharing is a force that promotes knowledge devel-
opment, exchange, and high performance, as well 
as job-related intellectual capital efficiency, which 
leads to work integration (Liebowitz, 2001). Con-
sidering the earlier literature, our third hypothesis 
is proposed as follows. 

H3: There is a positive relationship between knowl-
edge sharing and work integration. 

2.4	 Leader-member exchange, knowledge sharing 
and work integration

According to Dinh et al. (2014), LMX is the arche-
typal social exchange approach in leader-follower 
dyadic relationships. LMX is concerned with sev-
eral characteristics that reflect the relationship 
between the leader and the members, such as re-

spect, constancy, and fairness (Liden & Maslyn, 
1998). The importance of LMX in an organization 
is ultimately enhanced by a leader’s fairness toward 
employees and other members of the organization 
(Colquitt et al., 2001). Wang & Noe (2010), on the 
other hand, discovered that the function of LMX 
affects people’s job performance both directly and 
indirectly. Individuals provide a wide range of ser-
vices in exchange for a desired outcome, such as pay 
and self-esteem (Wang & Noe, 2010). Employees 
with a high level of LMX affiliation are more opera-
tive in achieving high work integration (Gerstner & 
Day, 1997). 

Why do employees not share their knowledge? 
Why do they share knowledge both on and off the 
internet? Why do they share knowledge through 
knowledge networks, teams, programs, and divi-
sions? What exactly do they share, and how does 
it work in the real world? Many research scholars 
have been captivated by all these questions recently 
(Foss et al., 2010). Knowledge sharing can be de-
fined as interpersonal communication linking the 
transmission and reception of knowledge from one 
person to another (Argote & Ingram, 2000). Ac-
cording to social exchange theory and the norms 
of mutuality, individuals who expect advantages or 
favorable treatment feel compelled to respond posi-
tively, even though the timing and form of their re-
turn may be uncertain (Blau, 1964; Gouldner, 1960). 
Moreover, negative returns could also be possible 
when exchange partners are out of control (Shore 
& Barksdale, 1998; Cropanzano & Mitchell, 2005). 
Based on these arguments, the fourth hypothesis is 
suggested as follows:

H4: Knowledge sharing has a mediating effect on the 
relationship between LMX and WI.

Figure 1 Research model

exchange theory and the norms of mutuality, individuals who expect advantages or favorable 

treatment feel compelled to respond positively, even though the timing and form of their return 

may be uncertain (Blau, 1964; Gouldner, 1960). Moreover, negative returns could also be 

possible when exchange partners are out of control (Shore & Barksdale, 1998; Cropanzano & 

Mitchell, 2005). Based on these arguments, the fourth hypothesis is suggested as follows:

H4: Knowledge sharing has a mediating effect on the relationship between LMX and WI.

Figure 1 Research model

Source: Authors

3. Methodology

In the current study, we examined the relationship between LMX and work integration in the 

presence of an intervening variable (Knowledge Sharing). The data of this study was collected 

using the survey method from healthcare workers working in the hospital in Erzincan province 

in August and November during the COVID-19 period in 2021. The population consists of 895 

healthcare workers working in public hospitals in Erzincan province. Using the convenience 

sampling method, data was obtained through a survey from the healthcare professionals 

participating in the study. The sample size required to represent the population in the study was 

determined to be 269 at a 95% confidence level (Ural & Kılıç, 2005, p. 43). Five hundred 

surveys were distributed to healthcare workers, and after removing incomplete and incorrectly 

filled surveys, 295 completed surveys were analyzed. The study was conducted during the 

COVID-19 pandemic to explore the perceptions of dedicated healthcare workers who risked

their lives for their profession and see how they view the challenges posed by the pandemic.
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3.	 Methodology

In the current study, we examined the relationship 
between LMX and work integration in the presence 
of an intervening variable (Knowledge Sharing). 
The data of this study was collected using the sur-
vey method from healthcare workers working in the 
hospital in Erzincan province in August and Novem-
ber during the COVID-19 period in 2021. The popu-
lation consists of 895 healthcare workers working 
in public hospitals in Erzincan province. Using the 
convenience sampling method, data was obtained 
through a survey from the healthcare professionals 
participating in the study. The sample size required 
to represent the population in the study was deter-
mined to be 269 at a 95% confidence level (Ural & 
Kılıç, 2005, p. 43). Five hundred surveys were distrib-
uted to healthcare workers, and after removing in-
complete and incorrectly filled surveys, 295 complet-
ed surveys were analyzed. The study was conducted 
during the COVID-19 pandemic to explore the per-
ceptions of dedicated healthcare workers who risked 
their lives for their profession and see how they view 
the challenges posed by the pandemic. The aim was 
to examine leader-member interaction, knowledge 
sharing, and interactions of healthcare workers dur-
ing the pandemic, who serve people especially dur-
ing this difficult period and under hard conditions, 
and their interactions in the work integration pro-
cess. Especially during the COVID-19 pandemic, ef-
fective communication between employees and their 
managers, along with knowledge sharing and work 
integration, was crucial for controlling the spread of 
the disease and preventing infections. 
A purposive stratified sampling technique was used 
for data collection through the distribution of ques-
tionnaires designed on a Likert scale, ranging from 
(1) strongly disagree to (5) strongly agree. Addition-
ally, the research questionnaire consisted of two 
different parts. First, the participants’ sociodemo-
graphic characteristics such as gender, age, educa-
tion, and experience were investigated, while in the 
second part, scales related to the variables of the cur-
rent study, such as leader-member exchange, work 

integration and knowledge sharing, were included. 
Reliability analysis, factor analysis, regression, cor-
relation, and mediation analysis were also employed. 
Moreover, AMOS version 17 and SPSS version 22 
were used. Specifically, the PROCESS macro in SPSS 
was employed to examine the role of the mediation 
variable between the independent variable (LMX) 
and the dependent variable (Work Integration). 
To provide further details about the measurement, 
our study utilized 12 items related to leader-member 
exchange, initially developed by Liden and Maslyn 
(1998) and later adopted by Turkish researcher Baş 
et al. (2010). The study included 4 items on knowl-
edge sharing, developed by Chennamaneni (2012), 
and 17 items on work integration, developed by 
Schaufeli et al. (2002). Moreover, Cronbach’s alpha 
value for the selected items was .8, which was reli-
able for data collection. The participants were in-
structed to respond using the designed Likert scale, 
ranging from (1) strongly disagree to (5) strongly 
agree, for each item in this study. 

4.	 Results

4.1	 Sociodemographic aspects of the study 
Participants’ characteristics were categorized by 
age, gender, educational level, experience, and 
marital status to understand the sociodemographic 
aspects of the study. Out of a total of 295 healthcare 
workers, 54.9% were female and 45.1% were male. 
Among them, 77.3% were married and 22.7% were 
single. The age distribution of the participants was 
as follows: 10.2% were aged 18-26, 28.5% were aged 
27-35, 28.8% were aged 36-44, and 32.3% were aged 
45 and above. It was essential to know the qualifica-
tion level of the participants. The statistical results 
explained that 12.2% were high school graduates, 
36.6% were undergraduates, and 51.2% were gradu-
ates. Furthermore, the participants’ tenure was also 
explored in the study; 26.4% reported having 0-10 
years of experience, 38.6% reported 11-21 years of 
experience, and 34.9% reported 22 or more years of 
experience in the healthcare sector. 

4.2 �Reliability and factor analysis results of the scales

Table 1 Mean for variables, Cronbach’s alpha, Kaiser-Meyer-Olkin, standard deviation and correlati-
on coefficients between variables

Variables α KMO Mean. SD. 1 2 3

Leader-Member Exchange .933 .817 3.92 0.86 -
Work Integration .937 .842 3.95 0.75 .555** -
Knowledge Sharing .920 .761 4.15 1.03 .213** .484** -

** = p<0.01 * = p<0.05 
Source: Authors 



Baş, M. et al.: The mediating role of knowledge sharing in the relationship between leader-member exchange and work integration

214 Vol. 37, No. 2 (2024), pp. 209-221

Table 1 presents the mean, standard deviation, 
Cronbach’s alpha, Kaiser-Meyer-Olkin, and corre-
lation coefficients between the study variables. The 
statistics revealed that the Cronbach’s alpha value 
for LMX, WI and KS is .70. The results also showed 
a positive correlation between the variables. LMX 
and WI were found at a 99% significant level (r = 
.555; P = .000). The study also revealed a positive 

relationship between LMX and KS (r = .213; P = 
.000) at a 99% significant level. Meanwhile, a pos-
itive correlation (r = .484; p = .000) at a 99% sig-
nificance level was also found. Moreover, the KMO 
values and sphericity values of the scales met the 
reference values (KMO > 0.60 and sphericity value 
< 0.05) (Büyüköztürk, 2006).

Table 2 Goodness of fit values of the scales

Variables χ2/df RMSEA CFI GFI NFI TLI

Leader-Member Exchange 3.945 0.077 0.986 0.968 0.978 0.974

Work Integration 4.986 0.079 0.993 0.992 0.991 0.957

Knowledge Sharing 3.829 0.072 0.958 0.922 0.956 0.973
Source: Authors 

The goodness of fit values of the variables in Table 2 
show that they provide the referenced goodness of 
fit values (Hooper et al., 2008).

Table 3 Regression analysis results related to the mediation test (N=295)

Model summary R R2 F P df1 df2

0.431 0.186 48.93 0.000 2.00 427.00

Knowledge Sharing

Variables B SH t P LLCI ULCI

Constant 3.12 0.275 11.34 0.000 2.582 3.666

LMX 0.256 0.068 3.733 0.000 0.121 0.391

Work integration

Variables B SH t P LLCI ULCI

Constant 1.196 0.182 6.572 0.000 0.837 1.554

Knowledge Sharing 0.382 0.032 8.599 0.000 0.213 0.339

LMX (Direct Effect) 0.412 0.038 10.638 0.000 0.335 0.488

LMX (Total Effect) 0.483 0.042 11.421 0.000 0.399 0.566

Effect SH LLCI ULCI

Mediator (Knowledge Sharing) Effect 0.071 0.031 0.024 0.144
Note: Standardized regression coefficients are specified. 
Source: Authors

It was decided that regression analysis based on 
the bootstrap method should be applied to analyze 
whether knowledge sharing mediates the relation-
ship between healthcare professionals’ leader-
member interaction and work integration. It was 
suggested that the bootstrap method gives more 

consistent results than the method used by Baron 
and Kenny (1986) and the Sobel test (Gürbüz, 2019; 
Hayes, 2018). The PROCESS macro application de-
veloped by Hayes (2018) was used to analyze the 
scales in Table 3. Model 4 was chosen in the analy-
sis application, and the 5000 resampling option was 
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selected by the bootstrap technique. In mediation 
effect analysis performed by bootstrap, CI (confi-
dence interval) values were at 95%. The confidence 
interval should not be zero (0) to support the hy-
potheses (Gürbüz, 2019). Table 3 shows the coef-
ficients of the multiple regression model. Accord-
ing to this table, it was questioned whether there 
is a significant and positive relationship between 
leader-member interaction and work integration in 
the H1 hypothesis. 

The statistical results showed a significant positive 
relationship between LMX and work integration (b 
= 0.412; p = 0.000). Therefore, the H1 hypothesis 
was accepted. In the H2 hypothesis, a significant 
positive relationship exists between leader-member 
interaction and knowledge sharing. Accordingly, 
when examining the H2 hypothesis, it is shown 
that leader-member interaction accounts for 25.6% 

of knowledge sharing. According to this finding, 
the H2 hypothesis was accepted. The H3 hypoth-
esis questioned a significant positive relationship 
between knowledge sharing and work integration. 
The statistical results revealed that knowledge shar-
ing explains 38.2% of work integration. According-
ly, the H3 hypothesis was accepted. The significance 
of the relationships between variables allowed us to 
question whether there is a mediating effect. The 
fourth hypothesis examined whether knowledge 
sharing had a partial mediating effect on the rela-
tionship between leader-member interaction and 
work integration. When it is added to the model as 
a means of knowledge sharing, it is seen that knowl-
edge sharing has a mediating effect on the relation-
ship between LMX and work integration (b = .071, 
95% BCA CI [.024, .144]). In this context, the H4 
hypothesis was also accepted.

Figure 2 Research model

sharing had a partial mediating effect on the relationship between leader-member interaction 

and work integration. When it is added to the model as a means of knowledge sharing, it is seen 

that knowledge sharing has a mediating effect on the relationship between LMX and work 

integration (b = .071, 95% BCA CI [.024, .144]). In this context, the H4 hypothesis was also 

accepted.

Figure 2 Research model

Note: Standardized beta coefficients are reported. The R² value shows the variance explained.
Source: Authors
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the selected healthcare employees in Türkiye. Our findings indicate that LMX as a leadership 

theory focuses on the relationship between leaders and employees within the organization and 

has a positive effect on work integration. Importantly, our study revealed that knowledge 

sharing plays a significant mediating role between LMX and WI. A close examination of the 

data showed that LMX is positively related to knowledge sharing, particularly at high levels of 
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5.	 Discussion

The current study explored the mediating role of 
knowledge sharing between LMX and WI of the 
selected healthcare employees in Türkiye. Our 
findings indicate that LMX as a leadership theory 
focuses on the relationship between leaders and em-
ployees within the organization and has a positive 
effect on work integration. Importantly, our study 
revealed that knowledge sharing plays a significant 
mediating role between LMX and WI. A close ex-
amination of the data showed that LMX is positive-

ly related to knowledge sharing, particularly at high 
levels of WI. As a result, leaders’ interactions with 
employees can have a significant impact on factors 
such as cooperation, trust, and commitment. In this 
context, knowledge sharing can strengthen the im-
pact of LMX on WI. Leaders can increase the flow 
of information by encouraging open communica-
tion with employees. This can enable employees to 
better understand each other, exchange ideas and 
find solutions together. Sharing knowledge can also 
build trust among employees and foster team spirit. 
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Leaders can also create appropriate environments 
to encourage knowledge sharing among employees. 
For example, tools such as regular meetings, team 
workshops or digital platforms for knowledge shar-
ing can be used. This increases the flow of informa-
tion between team members and strengthens work 
integration. 

To extend our knowledge, this is the first study 
that has verified the mediating role of knowledge 
sharing between LMX and WI in Türkiye’s health-
care sector. For this reason, we integrated WI re-
lated literature with LMX theory. The study’s find-
ings further suggest that implementing better and 
higher-quality LMX can enhance creativity and 
WI. Our study also revisited earlier studies that 
focused on affirmative interpersonal relationships 
at workplaces to empower organizations (Dutton, 
2003; Heaphy & Dutton, 2008), which may add new 
insight and importance to organizational studies. 
Further, this study suggests that individuals who 
possess positive social connections with their line 
managers and supervisors, with mutual attentive-
ness, trust, and high work integration, are more in-
novatively involved in their assigned tasks and re-
sponsibilities (Macey & Schneider, 2008; Kanungo, 
1982) and lead toward job commitment (Golden & 
Veiga, 2008; Allen & Meyer, 1990). Finally, the prac-
tical implication of our findings suggests that LMX 
positively affects WI. Knowledge sharing also has a 
positive role in LMX and WI.

6.	Limitation and future direction

This study has some limitations that must be ad-
dressed in future studies. We adopted a subordi-
nate-centered perspective to explain the employees’ 
views on the quality of the relationship between 
leaders and members. Future studies should in-
corporate the leaders’ perspectives as well (Graen 
& Uhl-Bien, 1995; Gerstner & Day, 1997; Scandura 
& Schriesheim, 1994; Howard-Schwind, 2010) to 
provide a more detailed understanding of the rela-
tionship between LMX and WI. Second, our find-
ings were based on self-reported data, so standard 
method bias cannot be completely ruled out (Pod-
sakoff et al., 2003). Third, we were interested in 
evaluating the role of knowledge sharing between 
LMX and WI; our findings captured employees’ 
subjective perception of WI (Atwater & Carmeli, 
2009). Future researchers should examine the re-
lationship between LMX and other variables, such 

as work involvement, work autonomy, and creative 
work behavior. Finally, the fourth direction toward 
future studies might be exploring the moderating 
relationship between variables, as we only explored 
the mediating role of knowledge sharing with LMX 
and WI.

7.	 Conclusion

To sum up, this study has explored the crucial prob-
lem of promoting WI among Turkish healthcare 
professionals, particularly elucidating the critical 
function that knowledge sharing plays as a media-
tor in the context of LMX. The study’s conclusions 
provide valuable insights into how interpersonal 
connections, leadership, and knowledge sharing 
function in the healthcare industry. The need to 
encourage seamless work integration is becoming 
more apparent as healthcare organizations adapt to 
the demands of a constantly changing environment. 
The results highlight the beneficial effects of LMX 
on WI and the significant role of leaders in fostering 
a diverse and cooperative work environment. Fur-
thermore, a mediating effect of knowledge sharing 
highlights its function as a catalyst for converting 
the constructive exchanges between leaders and 
healthcare professionals into concrete results, pro-
moting solidarity, cooperation, and shared knowl-
edge. 

Moreover, our study provided critical answers to 
the following questions: (1) It was discovered that 
LMX significantly improved the extent to which 
Turkish healthcare personnel integrated into their 
workplaces. The positive dynamics between lead-
ers and members are crucial, as evidenced by the 
correlation between higher-quality relationships 
and greater levels of work integration. (2) The study 
found a substantial correlation between knowledge 
sharing and LMX among Turkish healthcare pro-
fessionals. Health professionals were more likely 
to participate in knowledge sharing activities and 
promote a cooperative knowledge sharing culture 
if they reported higher-quality interactions with 
their bosses. (3) Knowledge sharing was a signifi-
cant predictor of job integration among Turkish 
healthcare workers. A culture of knowledge sharing 
favors the overall integration of healthcare teams, 
as evidenced by the positive correlation between 
increased knowledge sharing and improved work 
integration. (4) The study verified that knowledge 
sharing is a mediator between WI and LMX among 
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healthcare workers. The positive relationship between WI and LMX was mediated by knowledge sharing, 
indicating the mediating role that knowledge sharing plays in promoting cohesive and integrated healthcare 
staff.
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Abstract

Purpose: The paper deals with the comparison of real estate price trends in two European markets such 
as Spain and Croatia, well-known tourist destinations. Trends in macroeconomic variables in the period 
from 2013 to 2022 were considered, such as the house price index, overdue mortgage or rent payments, 
direct investment, production in construction, real GDP per capita, average adjusted wage per employee 
and unemployment rate. The aim of this study is to compare real estate prices in these two countries with 
regard to macroeconomic variables. 

Methodology: The applied methodology is based on the model averaging technique, which has been used 
in a few previous similar research studies. 

Results: The obtained results point to the fact that real estate price movements are strongly negatively 
influenced by the unemployment rate in both observed countries. 

Conclusion: The real estate prices in Croatia are strongly negatively influenced by arrears on mortgage or 
rent payments, while in Spain, they are strongly positively influenced by production in construction. Rec-
ommendations for further research refer to research that would cover a wider range of Southeast European 
countries with common characteristics of strongly developed tourism.

Keywords: Determinants of real estate prices, macroeconomic factors, real estate market, model averaging 
technique
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1.	 Introduction

The growth of real estate prices has been a trend 
in the last few years in all tourist destinations in 
Europe. Many studies have been conducted on the 
subject of the real estate market in order to deter-

mine what factors most influence price changes. 
While Spain and Croatia demonstrate a similar 
orientation towards tourism, additional research is 
important to determine which variables influence 
real estate prices in each country and whether these 
variables align or differ between the two countries.
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Concerning the examination of price dynamics 
within the Spanish real estate market, one of the fo-
cal countries in this analysis, inflation is currently 
experiencing a notable increase, aligning closely 
with trends observed across the Eurozone. In re-
sponse to this scenario, European regulatory bodies 
have decided to increase the nominal interest rate, 
or Euribor, as a measure to manage inflationary 
pressures. These macroeconomic policy decisions 
exert multifaceted impacts, influencing, firstly, the 
cost associated with mortgage loans in Spain. Ad-
ditionally, they affect broader economic indicators 
such as growth rates and job creation. Consequent-
ly, the rate of escalation of property market prices 
in Spain is predicted to slow down, which can be 
attributed to the limited availability of mortgage fi-
nancing. However, the trajectory of property prices 
in Spain has exhibited an unconventional pattern 
since the start of the pandemic, showing increased 
activity amid international economic uncertainty.
The real estate market in Croatia has experienced 
significant growth in recent years, with property 
prices reaching unprecedented levels. Apart from 
the entry into the Eurozone, what strongly influ-
ences the growth of real estate prices in Croatia 
is the developed tourism industry, which is now 
opening its doors to foreigners who want to engage 
in tourism in the Republic of Croatia. In addition, 
COVID-19 and remote work have prompted many 
EU citizens to buy real estate in Mediterranean 
countries. Similarly to Spain, there is a strong influ-
ence of inflation growth on the prices of goods and 
services and thus on the real estate market.
The subject of this research analyzes the real estate 
markets in Spain and Croatia, focusing on real estate 
prices and macroeconomic variables typically used 
in similar research, namely: direct mortgage or rent 
payments, investments, production in construc-
tion, real GDP per capita, average adjusted wage 
per employee and unemployment rate. Therefore, 
the null and alternative hypotheses are established 
as follows: The null hypothesis posits that none of 
the selected variables significantly influence hous-
ing prices, while the alternative hypothesis asserts 
that at least one variable has a non-zero coefficient 
that impacts housing prices.
Given that the real estate market is renowned for its 
high volatility within the economy, the relationship 
between real estate prices and macroeconomic fac-
tors has garnered substantial attention from both 
researchers and policymakers in recent decades. For 
economists who subscribe to the notion that govern-
ment policies can effectively manage the economy, 
the real estate market emerges as a crucial instru-

ment in this management process. Consequently, 
this analysis seeks to shed light on whether the price 
trends in real estate can be elucidated by macroeco-
nomic fundamentals. Considering the plethora of 
studies conducted in transitional economies, we can 
discern how the findings in this country compare to 
those in nations of similar development levels.
Conversely, the econometric methods employed 
to scrutinize the determinants of real estate can 
be categorized into several groups: vector autore-
gressive models (VAR models), error correction 
models (ECM) approaches, panel regression, and 
simple and multiple linear regression. This study 
will employ a methodology founded on the model 
averaging technique; to the best of our knowledge, 
this method has been infrequently utilized in prior 
research addressing this subject in other countries.
The applied methodology is based on the model 
averaging technique, which has not been used of-
ten in previous research on real estate prices. The 
obtained results point to the fact that the move-
ment of real estate prices best describes and is most 
closely related to unemployment and late mort-
gage or rent payments. The first part provides an 
overview of the results of empirical studies which 
examined real estate price determinants. The sec-
ond part describes the data and defines the vari-
ables which will be included in the model. The third 
part describes the methodology that was used for 
data modeling, and subsequently moves on to the 
analysis of the empirical results. The last part of the 
study summarizes the most important results of the 
analysis which was carried out.

2.	 Theory review

In the last few decades, numerous authors have dealt 
with the real estate industry and researched what af-
fects the movement of real estate prices. Different 
macroeconomic variables were examined in differ-
ent countries, such as gross domestic product, GDP 
(Adams & Fuss, 2010), interest rates, budget ratio, 
mortgage rate, industrial production, consump-
tion of households foreign direct investment, real 
shares price, income and inflation rate, (Lovrinčević 
& Vižek, 2008, Grum & Govekar, 2016), trade, un-
employment rate (Kotseva and Yanchev, 2017), con-
struction costs and number of households (Pashardes 
& Savva, 2009; Sivitanies, 2015), the current account 
balance (Allen et al., 2016), the price of business real 
estate (Giussani et al., 1993), and others. The influ-
ence of these macroeconomic variables was exam-
ined with the help of different methodologies such 
as Ordinary Least Squares (OLS), the multiple linear 
regression model (Grum and Govekar, 2016; Gas-
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pareniene et el., 2017), the Analytic Hierarchy Pro-
cess (APH) (Tupenaite et al., 2017), the ECM model 
(Lovrinčević & Vižek, 2008; Weiner & Fuers, 2015), 
Structural Vector Auto Regression (SVAR) (Dumičić 
et al., 2012), and the model averaging technique 
(Radonjić et al., 2019). Most of the authors agreed 
that many of these macroeconomic variables influ-
ence the movement of real estate prices, but there 
are also authors that prove the opposite relationship. 
The movement of real estate prices affects the move-
ment of macroeconomic variables. The authors such 
as Mavrodiy (2005), Hon-Chung (2009) and Grum 
and Govekar (2016) claimed that the prices of real 
estate and activity are different in different countries 
due to a specific environment. GDP and unemploy-
ment are the most important factors linked to the 
price of business real estate rental (Chin, 2003). 
In reference to Spain, there are several authors that 
indicate previous evidence. Authors Álvarez-Román 
and Garcia-Posada (2021) evaluate whether real 
house prices in Spain are justified by their long-run 
fundamentals, such as per capita real income, unem-
ployment rate and population density. They assess 
house price overvaluation across the 50 Spanish re-
gions in the period from 1985 to 2018. As overvalu-
ation is mostly explained by high household leverage 
and the business cycle. Zhenyu and Taltavull (2020) 
examine the macroeconomic determinants that af-
fect International Capital Flows towards the Spanish 
real estate market over the period from 1995 to 2017. 
This paper notes that another reason for the increase 
in Spanish real estate prices is the association with 
Spanish economic growth. It suggests that as GDP 
growth rates increase, the flow of capital into the real 
estate sector will rise, potentially increasing the will-
ingness to purchase Spanish real estate and driving 
up prices. Lourenco and Rodrigues (2014) present 

1	 Data for the independent variable Direct investment is used as a value in million of units regarding the national currency.

2	 The indicator is calculated as the ratio of real GDP to the average population of a specific year.

3	 Data for the independent variable Total unemployment rate refers to unemployed people between the ages of 15 and 74.

a significant expansion of residential investment 
since 2000, well above GDP dynamics. An indicator 
of excess housing stock suggests that around 30% of 
dwellings in Spain were excess in 2006. From 2007 
onward, there was a sharp contraction of residential 
investment in Spain, which is distinct from the less 
pronounced evolution of GDP. Ghirelli et al. (2023) 
provide a metric to measure the synchronization of 
housing price cycles across Spanish cities and study 
changes in city-level price synchronization over 
time. They focus on the period from the first quarter 
of 1989 to the first quarter of 2018. In this study, the 
authors show that differences in population growth 
and economic structure are key factors in explaining 
the evolution of house price synchronization across 
Spanish cities. 

3.	 Data description

This paper uses annual data from 2013 to 2022. The 
data were collected from the Eurostat database. The 
dependent variable is the House price index that 
captures price changes of all residential properties 
purchased by households (flats, detached houses, ter-
raced houses, etc.), both new and existing, indepen-
dently of their final use and their previous owners. 
Only market prices are considered, self-build dwell-
ings are therefore excluded. The land component is 
included. The data is expressed as an annual average 
index 2015=100, showing the three-year percentage 
change and the annual average rate of change. The in-
dependent variables are Arrears on mortgage or rent 
payments, Direct investment1, Production in con-
struction, Real GDP per capita2, Average full time ad-
justed salary per employee, and Total unemployment 
rate3, as shown in Table 1. All variables are collected 
for two observed countries – Croatia and Spain. 

Table 1 Macroeconomics variables and symbols

Variable Symbol

House Price Index (dependent variable) HPI
Arrears on mortgage or rent payments AOM
Direct investment DI
Production in construction PIC
Real GDP per capita GDP
Average full time adjusted salary per employee SALA
Total unemployment rate UNEM

Source: Created by the authors
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The first step in creating a model is to see the trends 
for the observed periods. Figures 1 and 2 show the 
trends for Croatia and Spain, respectively.

Figure 1 Variable trends for Croatia

Source: Created by the authors
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Figure 2 Variable trends for Spain

Source: Created by the authors
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Given that both Croatia and Spain have a significant 
share of GDP in tourism, for the purposes of this 
paper we use annual instead of quarterly data due 
to seasonal fluctuations. From the attached trends, 
we can see that Croatia and Spain have very similar 
trends in individual variables. The dependent vari-
able, the house price index, has followed a positive 
trend since 2015 for Croatia, or since 2014 for Spain. 
Since 2015, the variable Arrears on mortgage or 
rent payments has been decreasing in Croatia year 
by year, while in Spain, the decline started in 2014. 
The lowest values in Spain were recorded in 2017 
and 2019, but there has been a sudden increase since 

2020. The Direct investment variable is very similar 
for Croatia and Spain and it follows a negative trend. 
Production in construction has followed a positive 
trend in Croatia since 2015, while in Spain, there has 
been a sharp decline since 2020. GDP had a positive 
trend until 2020 when, due to the pandemic, GDP 
decreased for both countries. Average full-time ad-
justed salary per employee follows a positive trend 
for both countries, while the Total unemployment 
rate is negative, i.e. decreasing.

Table 2 provides a summary of the descriptive sta-
tistics for the defined variables in both countries.

Table 2 Descriptive statistics for the defined variables

CROATIA SPAIN

Variable Mean Std_dev Min Max Mean Std_dev Min Max

HPI 9.19 15.56 -8.2 32.7 4.53 17.31 -28.5 19.2

AOM 0.98 0.32 0.5 1.6 5.61 1.25 3.8 7.2

DI -24030.1 4020.42 -29551 -18799 -118722 73563.16 -225376 -44657

PIC 114.89 14.86 100 142 95.37 10.25 78.5 106

GDP 11940 1340.59 10450 14540 23569 1203.27 21850 25180

SALA 15000.4 1321.36 13620 18069 27190.3 508.86 26595 28184

UNEM 11.23 4.42 6.6 17.3 18.21 4.62 12.9 26.1
Source: Created by the authors

For the analyzed period, the average House price 
index is 9.19 in Croatia and 4.53 in Spain. The maxi-
mum achievement in Croatia was 32.7 in 2022 and 
19.2 in Spain in 2019, and the minimum achieve-
ment of -8.2 was recorded in Croatia in 2015 and 
-28.5 in Spain in 2013. In the same period, an av-
erage for Arrears on mortgage was 0.98 in Croatia 
and 5.61 in Spain, with a minimum of 0.5 and a 
maximum of 1.6 in Croatia, and a minimum of 3.8 
and a maximum of 7.2 in Spain. Direct investment 
has a negative mean od -2,4030.1 and -118,722 with 
a minimum of -29,551 and -225,376 and a maxi-
mum of -18,799 and -44,657 for Croatia and Spain, 
respectively. Production in construction has a high-
er average for Croatia than for Spain. For Croatia, 
an average is 114.89, with a minimum of 100 and 
a maximum of 142, while for Spain, an average is 
95.37, with a minimum of 78.5 and a maximum of 
106. On the other hand, Spain has a higher GDP 
and Average full time adjusted salary per employee. 
GDP for Spain averages 23,569, and for Croatia, the 
average GDP is 11,940. Average full time adjusted 

salary per employee is 15,000.4 for Croatia and 
27,190.3 for Spain. The total unemployment rate for 
Croatia is 11.23, and for Spain, it is 18.21.

4.	 Methodology

The specification of the model examining the im-
pact of macroeconomic variables on the House 
Price Index in Spain and Croatia is based on eco-
nomic theory, particularly macroeconomic princi-
ples. It employs a multiple linear regression model, 
using the model averaging technique (Radonjić et 
al., 2019) based on Freedman’s paradox (Freedman, 
1983). This model incorporates one or two possi-
ble combinations of macroeconomic indicators, 
with time lags ranging from zero to three. We used 
a longer lag because the effects of housing price 
determinants are present over a longer time (Mal-
lick and Mahalik, 2015). Steel (2020) interprets the 
rapid growth in the use of model averaging meth-
ods in economics as an acknowledgment of the sig-
nificant benefits that can be achieved by adopting 
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principled approaches as a powerful methodology 
for addressing uncertainty.

The data used in this research was collected from 
the Eurostat. The collected data is annual, and the 
observed time series refer to the period from 2013 
to 2022.

After the variables have been defined, it is neces-
sary to set up a mathematical equation of the con-
sidered multiple regression model for Croatia (1) 
and Spain (2), using the least squares method in the 
following form:

Y (CRO) = �C + β1X1 + β2X2 + β3X3 + β4X4 + 
β5X5 + β6X6 + εi,	 (1)

Y (ESP) = �C + β1X1 + β2X2 + β3X3 + β4X4 + 
β5X5 + β6X6 + εi,	 (2)

where:

Y – the House Price Index,
C – a constant,
X1, X2, X3, X4, X5, X6 – annual values of indicators 
of independent variables,
β1-6 – values of the associated reactivity coeffi-
cients,
εi – residual value.

In addition to setting the mathematical equation of 
the model, the null and alternative hypotheses have 
also been formulated:

I. �Definition of the null hypothesis according to 
which no regressor variable in the model is sig-
nificant: H0: β1= β2= β3=…= βn=0.

II. �Alternative hypothesis: There is at least one non-
zero variable: HA: βn≠0.

The tests performed on the variables are the mul-
ticollinearity and stationarity test, the extended 
Dickey-Fuller unit root test and OLS regression 
analysis. 

5.	 Results

The first test performed is the multicollinearity test, 
that is, the determination of variables whose mutual 
collinearity is greater than 80%. Based on the multi-
collinearity test, it was determined that the relevant 
independent variables for the Croatian model are 
Arrears on mortgage or rent payments and Total 
unemployment rate. Arrears on mortgage or rent 
payments, Total unemployment rate and Produc-
tion in construction are relevant independent vari-
ables for the Spanish model. We examined possible 
combinations with one and two independent vari-
ables for Croatia, and one, two and three independ-
ent variables for Spain, with a time lag ranging from 
zero to four. We assessed 70 models, and out of 70 
models, we chose models whose coefficient of de-
termination is over 0.9, so we have five models for 
Croatia and four models for Spain, as can be seen in 
Tables 3 and 4.

Table 3 Assessed models for Croatia HPI_CRO

Dependent Model # of 
variables Variable Coefficient StdError t-ratio p-value R2 Adj. R2

HPI CRO_120 2 AOM -19.0822 5.61623 -3.398 0.0115 0.9381 0.9205

HPI CRO_120 2 UNEM -2.40603 0.23502 -10.24 1.83e-0.5 0.9381 0.9205

HPI CRO_220 2 log (AOM) -18.0838 3.30468 -5.472 0.0009 0.9679 0.9588

HPI CRO_220 2 log (UNEM) -27.3861 2.56737 -10.67 1.4e-05 0.9679 0.9588

HPI CRO_420 2 lag (AOM), -1 -6.5805 4.43332 -1.484 0.1883 0.9570 0.9427

HPI CRO_420 2 lag (UNEM), 
-1 -3.2105 0.19299 -16.64 3.01e-06 0.9570 0.9427

HPI CRO_412 1 lag (UNEM), 
-1 -3.4368 0.26608 -12.92 3.87e-06 0.9468 0.9393

HPI CRO_512 1 lag (UNEM), 
-2 -3.31514 0.27568 -12.03 2.01e-05 0.9455 0.9364

Source: Created by the authors
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The impact of macroeconomic factors on real estate 
prices modeled on the House Price Index in Croatia 
is explained by two single-factor and three double-
factor models. The most significant model appears 
to be the double-factor model with log AOM and 

log UNEM, as shown in Table 3. The coefficient 
for AOM is -18.0838, and for UNEM it is -27.3861, 
with a p-value of 0.0009 for AOM and 1.4e-05 for 
UNEM. The coefficient of determination is 96.79%, 
which makes it a statistically significant model.

Table 4 Assessed models for Spain HPI_ESP

Dependent Model # of 
variables Variable Coefficient StdError t-ratio p-value R2 Adj. R2

HPI ESP_130 3 AOM -0.207457 1.42727 -0.1454 0.8892 0.9655 0.9483

HPI ESP_130 3 PIC 0.477688 0.111138 4.298 0.051 0.9655 0.9483

HPI ESP_130 3 UNEM -3.52220 0.154974 -22.73 4.75e-07 0.9655 0.9483

HPI ESP_121 2 AOM -3.16420 1.33952 -2.362 0.0502 0.9219 0.8995

HPI ESP_121 2 UNEM -3.12114 0.444727 -7.018 0.0002 0.9219 0.8995

HPI ESP_123 2 PIC 0.492927 0.087944 5.605 0.0008 0.9654 0.9555

HPI ESP_123 2 UNEM -3.54895 0.188683 -18.81 2.98e-07 0.9654 0.9555

HPI ESP_223 2 log (PIC) 54.9915 10.0940 5.448 0.0010 0.9459 0.9304

HPI ESP_223 2 log 
(UNEM) -66.9303 4.75363 -14.08 2.16e-06 0.9459 0.9304

Source: Created by the authors

The impact of macroeconomic factors on real estate 
prices modeled on the House Price Index in Spain 
is explained by four double-factor models and one 
triple-factor model. The most significant model ap-
pears to be the double-factor model with PIC and 
UNEM, as shown in Table 4. The coefficient for PIC 
is 0.492927, and for UNEM it is -3.54895, with a 
p-value of 0.0008 for PIC and 2.98e-07 for UNEM. 
The coefficient of determination is 96.54%, which 
makes it a statistically significant model.

6.	Discussion 

The aim of this study is to compare real estate 
prices between Croatia and Spain with regard to 
macroeconomic variables. In terms of the Spanish 
real estate market, in this study, we estimate that 
the dependent variable, the House Price Index, has 
followed a positive trend since 2014. The variable 
Arrears on mortgage or rent payment was declin-
ing until 2019, but from 2020 onwards, a sudden 
increase has been observed. Production in con-
struction in Spain shows a sharp decline since 
2020. GDP in Spain showed a positive behavior un-
til 2019, but decreased very sharply in COVID-19 
pandemic, in 2020. Currently, Spanish GDP stood 
at 6.4% and 5.8% in 2021 and 2022, respectively. 

The average full-time adjusted salary per employee 
follows a positive trend, while the total unemploy-
ment rate is negative. Thus, our results obtained 
from Spain in our OLS model that includes HPI= 
AOM+UNEM+PIC (in Table 1, see macroeconom-
ics variables and symbols) for Spain are relevant. 
However, if we exclude the Arrears on mortgage 
or rent payments variable from the Spanish model 
(HPI = PIC + UNEM), we get better results with the 
coefficient of determination. The obtained results 
in this second model point to the fact that real es-
tate price movements are strongly influenced by the 
behavior of unemployment and Production in con-
struction in Spain. Thus, a downward trend in un-
employment would reactivate domestic demand for 
housing and, together with an increase in construc-
tion production costs due to higher raw materials, 
transportation, and financing costs, would lead to 
higher prices in the Spanish real estate market.

Croatia and Spain are famous touristic destina-
tions that have a significant share of GDP and 
show very similar trends of individual variables in 
our research. The dependent variable, the House 
Price Index in Croatia has followed a positive trend 
since 2015, and the variable Arrears on mortgage 
or rent payments has been decreasing year by year. 
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The Direct investment variable is very similar for 
Croatia and Spain and it follows a negative trend. 
Production in construction has followed a positive 
trend in Croatia since 2015. GDP recorded a posi-
tive trend until 2020 when, due to the pandemic, 
GDP decreased for both countries. The average 
full-time adjusted salary per employee follows 
a positive trend for both countries, while the To-
tal unemployment rate is negative, i.e. decreasing. 
Thus, our results obtained from Croatia in our OLS 
model that includes HPI = log AOM + log UNEM 
(in Table 2, see macroeconomics variables and sym-
bols) for Croatia are relevant. The obtained results 
in the model point to the fact that real estate price 
movements are strongly negatively influenced by 
the behavior of unemployment and the Arrears on 
mortgage or rent payments, which reduce income 
for commercial banks, can threaten financial stabil-
ity, damage a household’s future creditworthiness, 
and reflect the extent of financial difficulties faced 
by households and the distributional effects within 
an economy. They may also indicate that house-
holds are unable (or unwilling) to move to more 
affordable dwellings. Arrears are thus associated 
with diminished labor mobility, which may reduce 
the speed at which an economy recovers from a 
recession (for more details, see Gerlach-Kristen & 
Lyons, 2015). Buiter (2010) also argues that changes 
in house price impact consumption, as real estate 
can be used as collateral for consumer loans. Hous-
ing prices are determined by income per capita 
real interest rates and credit availability (Egert & 
Mihaljek, 2007). Grum and Govekar (2016) show 
that higher unemployment is associated with lower 
residential property prices in Greece, France, Po-
land and Norway. This in the line with the results 
of our research in Croatia and Spain. Both coun-
tries are EU countries that struggled with the 2008 
crisis. Croatia, like other transitional countries still 
has many economic challenges (see Radonjić et al. 
(2019) for Montenegro, Stanković (2022) for Bos-
nia and Herzegovina). We proved that production 
in construction has a positive impact on real estate 
prices in Spain, as expected and claimed before (see 
Ma et al., 2017).

7.	 Conclusion 

The study analyzes Croatia and Spain in the light of 
real estate prices and measures the impact of vari-
ous macroeconomic variables on the volatility of 
those prices. Our research applied the model aver-

aging technique to time-lagged variables in various 
combinations, following similar studies referenced 
in the literature. In the first step, we included varia-
bles such as Arrears on mortgage or rent payments, 
Direct investment, Production in construction, 
Real GDP per capita, Average full-time adjusted 
salary per employee and Total unemployment rate. 
After the multicollinearity test, we conclude that 
the independent variables relevant for the Croatian 
model are Arrears on mortgage or rent payments 
and Total unemployment rate. Independent vari-
ables Arrears on mortgage or rent payments, Total 
unemployment rate and Production in construc-
tion are relevant for the Spanish model. After ap-
plying more than 70 models, we found that the un-
employment rate has a strong negative impact on 
house prices in Croatia and Spain, a finding that is 
corroborated by numerous other researchers and 
across various countries.

Our results are in the line with other research 
studies and most of them confirmed that when 
unemployment is high in a country, the real estate 
industry experiences a downturn, resulting in less 
construction activity, fewer loans granted to busi-
nesses and households, and an overall stifling of 
economic development. Production in construc-
tion in Spain shows a sharp decline since 2020 and 
confirms our assumptions that growth of the real 
estate industry is strongly influenced by the ex-
pansion of the construction industry. Arrears on 
mortgage or rent payments should have a negative 
influence on real estate prices, which is confirmed 
for Croatia in our research. Delays in payments lead 
to non-performing loans, prompting financial insti-
tutions to exercise greater caution when approving 
loans. This, in turn, reduces demand for real estate, 
causing real estate prices to decline.

At the end of 2023, real estate prices in both Croa-
tia and Spain increased significantly. Both countries 
are strongly tourist-oriented. Spain had a strong 
rise in prices when the Euro was introduced back in 
2002. Since then, there has been significant growth 
in real estate prices, excluding the years of global 
crisis in 2008 and 2009. Croatia, on the other hand, 
recorded a substantial increase in real estate prices, 
which was further intensified by its entry into the 
Eurozone in 2023. Inflationary pressures, present in 
all EU countries, also contributed to this trend.

However, several limitations warrant considera-
tion. Firstly, the reliance on historical data may 
restrict the ability of the study to capture sudden 
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market shifts or structural changes. Additionally, 
the focus on macroeconomic variables may over-
look nuanced local dynamics or regional varia-
tions within Croatia and Spain, potentially limiting 
the generalizability of findings. Recommendations 
for further research suggest exploring a broader 
range of Southeast European countries with simi-
lar characteristics of strong tourism sectors. Such 
studies could offer deeper insights into the inter-
play between tourism, macroeconomic variables, 
and real estate dynamics, thus facilitating more 
comprehensive policymaking and market forecast-

ing in the region. Additionally, exploring the long-
term implications of economic integration, such 
as Croatia’s entry into the Eurozone, on real estate 
markets warrants further investigation to inform 
future decision-making processes. Further research 
could analyze some additional factors, such as geo-
political tensions, global economic trends, cultural 
differences, regulatory measures, digital platform 
industry, environmental sustainability, consumer 
behavior and risk propensity in investment that 
could influence the observed dynamics of real es-
tate prices in Croatia and Spain.
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Abstract

Purpose: According to the existing literature, it remains unclear whether a specific ETF outperforms or un-
derperforms its benchmark index in terms of tracking error, especially during crisis periods. Therefore, this 
study concentrates on the largest and most liquid Eurozone equity ETF, iShares Euro Stoxx 50, which tracks 
the Euro STOXX 50 index, with the fundamental objective of identifying explanatory factors of tracking 
errors during crisis periods, encompassing the COVID-19 pandemic and the onset of the Ukrainian war.

Methodology: The added value of current research lies in the utilization of Markov regime switching re-
gression with two-state variables. This approach is supported by the idea that the influence of explanatory 
factors on tracking error may vary between bearish and bullish regimes, which typically align with non-
crisis and crisis periods, respectively.

Results: Empirical findings indicate that an increase in volatility led to a stronger decrease in tracking error 
during periods of market stress than in a bullish regime, while a negative impact of illiquidity on track-
ing error is similar for both regimes. Unlike a single-regime model, Markov switching exhibits a negative 
relationship between the net flows and tracking error, as expected. The effect of premium/discount seems 
to be both positive and negative, but a weaker influence was found during a bearish regime due to herding 
behavior of investors or higher trading costs.

Conclusion: This study relies on an ex-ante approach with its main advantage of providing a forward-
looking estimate of tracking error that takes into account changes in market conditions and the ETF’s 
underlying holdings, unlike historical or ex-post tracking error.

Keywords: ETF tracking error, Eurozone equity market, crisis, Markov switching regression
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1.	 Introduction

Active investing in a highly efficient market requires 
a complex understanding of available information, 
which can be challenging and time-consuming for 
an average investor. Fortunately, the evolution of 
technology has revolutionized the investment land-
scape, enabling investors to efficiently allocate their 
assets into the stock market without the constant 
need to interpret current market information and 

react accordingly. This paradigm shift has given rise 
to the concept of passive investing, where investors 
seek to replicate the performance of an index or a 
specific set of assets. Thus, exchange-traded funds 
(ETFs) have become increasingly popular passive 
investments in Europe in recent years (Le Sourd & 
Safaee, 2021). Beginning with a modest $100 bil-
lion in assets under management in 2000, the ETF 
market skyrocketed to $1 trillion by 2010, and al-
most achieved a $10 trillion market cap in 2020. In 
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contrast, US-based mutual funds, which have been 
present in the market for nearly a century, held ap-
proximately $27 trillion in assets as of 2020. One 
of the reasons for such an extraordinary increase in 
popularity are the benefits it offered. Some of these 
are minimal fees associated with owning and trad-
ing securities, high liquidity while managing a large 
basket of stocks, diversification benefits and simple 
tradability (Mussavian & Hirsch, 2002; Madhavan, 
2014). As a result, measuring the performance of 
ETFs with respect to tracking error has attracted 
great attention among scientists and practitioners 
(Johnson, 2009; Dorocáková, 2017; Tsalikis & Papa-
dopoulos, 2019; Feder-Sempach & Miziołek, 2023). 
It measures how closely an ETF tracks its bench-
mark index. A low tracking error indicates the abil-
ity of an ETF to replicate its target portfolio or the 
target index almost perfectly, while a high track-
ing error suggests that the ETF deviates from its 
benchmark. Several studies attempted to examine 
the performance of European ETFs with respect to 
tracking error and identify the most influenced fac-
tors. Feder-Sempach & Miziołek (2023) concluded 
that tracking error of eurozone ETFs over a period 
of ten years was relatively low, on average 0.3%, al-
though ETFs with distributing income had a higher 
tracking error against accumulation income ETFs.

However, according to the existing literature, it is still 
unclear if specific ETF outperforms or underperforms 
its benchmark index in terms of tracking error, par-
ticularly in a crisis period. In general, during a crisis 
period, market volatility tends to increase, which can 
make it more difficult for an ETF to perfectly track its 
underlying benchmark (Johnson et al., 2013). This is 
because the prices of the ETF’s constituent securities 
may fluctuate more widely than usual, and the ETF’s 
portfolio manager may not be able to rebalance the 
portfolio efficiently due to market conditions such as 
liquidity constraints and transaction costs. Addition-
ally, during a crisis period, there may be significant 
changes in the composition of the underlying bench-
mark as some securities may become more or less 
important to the benchmark compared to the ETF’s 
holdings, which can also contribute to tracking error 
(Vardharaj et al., 2004). By contrast, in some cases, the 
tracking error of an ETF may decrease during a crisis 
period if the ETF’s portfolio manager is able to identify 
undervalued securities and add them to the portfolio. 
A decreased tracking error implies that ETF outper-
forms the benchmark index and vice versa.

1	 Refinitiv Eikon is a financial data platform available at: https://eikon.refinitiv.com/ [accessed April 17, 2023].

In that context, the fundamental objective of the 
current study is to find out if the tracking error of 
the Eurozone ETF relative to its benchmark index 
decreased or increased during crisis periods, spe-
cifically covering COVID-19 pandemic and the 
Ukrainian war. Additionally, it offers empirical evi-
dence for widely used market-based measures that 
may influence tracking error, such as market vola-
tility, illiquidity proxy (bid-ask spread), net flow, 
premium or discount and trading volume. For the 
same reason, daily observations from May 27, 2019 
to May 26, 2023 are provided by Refinitiv Eikon 
service1. According to different market regimes, the 
influence of the aforementioned factors on tracking 
error might be distinctive, and thus this paper tries 
not only to provide empirical evidence and com-
prehensive explanations of those distinctive influ-
ences, but also to fill the gap in eurozone ETF per-
formance analysis with respect to regime switching 
methodology.

This study relies on an ex-ante approach with its 
main advantage of providing a forward-looking 
estimate of tracking error that takes into account 
changes in market conditions and the ETF’s under-
lying holdings, unlike historical or ex-post track-
ing error. It uses the root of the squared residual 
from a simple regression of net asset value (NAV) 
returns on the benchmark returns as an indicator 
of a daily tracking error. Entire research focuses on 
the Eurozone equity ETF, which tracks the Euro 
STOXX 50 index. The STOXX 50 index is a widely 
followed benchmark for the Eurozone equity mar-
ket, representing the performance of fifty blue-chip 
companies from 18 Eurozone countries. There 
are several exchange-traded funds that track the 
STOXX 50 index, but the most popular one is the 
iShares Euro Stoxx 50 ETF as the largest and most 
liquid one, with over 10 billion USD in assets under 
management as of May 2023. This ETF is particu-
larly attractive to investors who want to reinvest 
the dividends into the fund, and not to pay them 
out, which is unique to accumulating income ETFs. 
Unlike distributing income ETFs, the accumulating 
ones maximize future returns. This was yet another 
reason, except the size and its liquidity, for selecting 
iShares Euro Stoxx 50 ETF.

Added value of the research consists of the em-
ployed methodology considering regime switching 
regression with two-state variables that follow the 
Markov chain. The major reason for this is that the 

https://eikon.refinitiv.com/
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influence of tracking error explaining factors may 
deviate over time depending on whether bearish 
or bullish state is in the market. Those two market 
regimes usually coincide with non-crisis and crisis 
periods, and according to the span of time-series 
data, it captures the COVID-19 pandemic and the 
Ukrainian war. This is particularly important as the 
prices of securities tend to fluctuate more during 
times of stress and market turmoil, which can hin-
der the ability of the portfolio manager to efficiently 
manage portfolios of the constituent ETF. The ina-
bility of the portfolio manager to balance portfolios 
strays the price of the ETF away from its benchmark 
index and hence decreases the ETF tracking error. 
Conversely, actively managed ETFs aiming to out-
perform their benchmark index may experience a 
decrease in tracking error during stressful periods. 
This occurs when the portfolio manager success-
fully identifies undervalued securities and incor-
porates them into the portfolio, leading to superior 
performance compared to the index. In addition, a 
Markov switching approach is appropriate for non-
linear time-series models with regimes determined 
by unobserved states which must be inferred from 
the data and the parameters are expanded to in-
clude the transition probabilities. Unlike current 
literature, which mainly revolves around the Amer-
ican market and the ETFs, this paper shifts atten-
tion and contributes to the literature which focuses 
on the European market.

The rest of the paper is organized as follows. Sec-
tion 2 explains the theoretical framework of ETFs, 
including a review of previous studies. Section 3 
presents data and methodology. Section 4 provides 
empirical findings, while Section 5 offers a compre-
hensive discussion of the results. Finally, Section 6 
provides a conclusion.

2.	 Theoretical framework and a review of 
previous studies

Both mutual funds and ETFs serve to reduce risk 
through diversification. However, there are key dis-
tinctions between the two. ETFs are pooled invest-
ment vehicles that track specific indexes, mostly 
passively managed. With a focus on risk reduction 
rather than returns, ETFs have seen a significant in-
crease in total market cap in the last two decades. 
This simplicity makes them attractive to retail inves-
tors. By contrast, mutual funds lack the ability for 
investors to sell shares at any time and are actively 

managed. The research conducted by Kaminsky 
(2001) suggests that mutual funds play a significant 
role among institutional investors as the primary 
channel for financial flows into emerging markets. 
On the other hand, the findings of Sy and Ong 
(2004) indicate that this phenomenon is more pro-
nounced in the European market compared to the 
United States. This active management of the fund 
comes with greater initial and management costs as 
well as higher transaction costs compared to ETFs 
which drive retail investors toward cheaper alterna-
tives. Broman (2016) says that higher liquidity ETF 
shares attract investors who are not willing to invest 
directly into illiquid assets such as commodities, 
emerging markets, etc. When buying ETFs from the 
broker, one will find that there are many different 
options of an ETF that they want to buy from differ-
ent markets. For example, an ETF from the London 
stock exchange will show prices in pounds, whereas 
on some exchanges there will be a limited number of 
ETFs available to be bought. Investors also want to 
avoid buying from multiple exchanges as there are 
annual charging fees. One important factor to con-
sider is the volume that certain instruments have on 
different exchanges. This is particularly important 
when buying ETFs because of their tracking error. If 
the volume and trading frequency of the ETF is low, 
it can exhibit higher spreads and therefore increase 
tracking error. Therefore, it is wise to choose a stock 
exchange with higher trading volume compared to 
other exchanges. 

There are several approaches to obtaining ETF 
tracking error (a historical approach, an ex-post or 
an ex-ante approach), each with its own pros and 
cons (De Rossi, 2015). Most studies have used re-
gression analysis after obtaining tracking error, in-
dicating that European ETFs generally exhibit good 
performance in terms of tracking their benchmarks. 
However, there is significant variation depending 
on the specific ETF under analysis, the measure-
ment of tracking error, the observed period, and the 
approaches employed to examine the factors influ-
encing tracking error. Understanding these factors 
can assist investors in making informed decisions 
when selecting ETFs for their portfolios. Because of 
the nature of ETFs and their mechanics, the move-
ments of tracking error can be expected to move 
in directions which align with the theory behind 
the variables. The deviation of ETF prices from 
their NAV is primarily maintained through the ar-
bitrage process. Theoretically, an increase in pre-
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mium/discount should invite arbitrageurs, which in 
turn should align ETF prices better with its NAV. 
Moreover, ETFs that include international stocks 
are expected to exhibit greater deviation due to the 
continued trading of their shares on the domestic 
exchange, while the market for the underlying se-
curities in the creation basket is closed. Similarly, 
in theory, ETFs containing illiquid securities should 
experience higher deviations as the arbitrage pro-
cess would require a larger deviation to compensate 
for the higher transaction costs associated with 
trading those less liquid securities. Increased trad-
ing volume positively impacts liquidity and bid-ask 
spread, while market volatility increases bid-ask 
spreads. Net inflows and their effect on the tracking 
error highly depend on the state of the market as 
market participants have different behaviors dur-
ing each regime. To expand the theory, the exami-
nation also includes a review of what the literature 
suggests about variable relationships. ETFs which 
invest in less liquid assets may experience diffi-
culty in replicating their benchmark index leading 
to higher tracking errors. Bae & Kim (2020) have 
documented a positive relation between illiquidity 
and tracking error.

Hillard & Le (2022) found that emerging European 
markets have higher tracking error in comparison 
to developed Europe, and it was around 0.67% and 
0.33%, respectively. Rompotis (2011) states that 
tracking error for ETFs with higher expense ratios 
was higher. Additionally, Tsalikis & Papadopoulos 
(2019) confirmed that tracking error for European 
ETFs was, on average, higher than that of US ETFs, 
while a possible explanation for the aforementioned 
could lie in the economies of scale and thus lower 
costs. Chu (2011) also found that economies of scale 
will improve tracking ability, while their research 
suggests that expense, delay in receiving dividends, 
the trading cost and the market risk increase track-
ing error. Additionally, Elton et al. (2019), as well 
as Chu & Xu (2021), suggested that tracking error 
is significantly influenced by delayed reinvestments 
of dividend. Regardless of the tracking error meas-
urement, higher assets under management (AUM) 
positively affect tracking ability. The study also 
found that higher expense ratios are associated with 
higher tracking errors, although statistical signifi-
cance is observed only for one measurement. An-
other study by Frino & Gallagher (2001) presented 
evidence that tracking error is positively and signif-
icantly correlated with dividend payments, and also 

that there were seasonal patterns with higher error 
rates in January and May, and a lower error rate in 
the quarters ending in March, June, September, and 
December. Aber et al. (2009) stated that the range 
of daily price fluctuations was very large, which 
indicated that active traders or arbitrageurs were 
more likely to profit than passive traders. Blitz et al. 
(2012) revealed in their study that index funds and 
ETFs in Europe underperform their benchmarks by 
larger amounts than their reported expenses, with 
dividend taxes explaining a significant portion of 
underperformance. This highlights the need to ac-
count for dividend taxes in evaluating fund perfor-
mance and measuring fund costs accurately.

Other well-known factors explaining ETFs tracking 
error are market volatility, trading volume, the net 
flow as well as premium or discount. Higher mar-
ket volatility and trading volumes can lead to wider 
bid-ask spreads, which can increase the cost of 
trading and result in higher tracking errors, as ob-
served in several studies, including Ben-David et al. 
(2019). In a study on Hong-Kong ETFs, Chu (2011) 
demonstrated that trading volume increases track-
ing error; however, it is not significant, while Yian-
naki (2015) suggested that there is a weak correla-
tion between tracking error and trading volumes. 
Dorocáková (2017) found that fluctuations in the 
underlying index can have a relative influence on 
tracking error. In the case of bid-ask spreads, Mein-
hardt et al. (2015) indicated a positive relation to 
tracking error for the German ETF market.

On the demand side, the net flow ETF may affect its 
tracking error. The ETF net flow tends to increase 
during a bulish period when investors are more op-
timistic and confident about the future of financial 
markets. Conversely, during a bearish period in the 
market, the ETF net flow tends to decrease as in-
vestors become more risk-averse and seek to reduce 
their exposure to equities. According to research of 
Ben-David et al. (2017), tracking error is negatively 
related to the ETF net flow. Another study by Oster-
hoff, & Kaserer (2016) confirmed that the net flow 
had a significant negative effect on tracking error 
for small ETFs. 

Divergence of ETF market prices from their net as-
set value, reported as premium (or discount), is yet 
another explaining factor of ETF tracking error. A 
study by Wong & Shum (2010) found that tracking 
error of the examined ETFs is consistently positive 
in both bullish and bearish markets. This suggests 
that investors are willing to pay a premium for ETF 
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investments, as ETFs provide positive returns that 
can cover transaction costs and potentially yield 
returns in different market conditions. Rompotis 
(2010) found tracking error to be positively affected 
by premium/discount, while Li and Zhao (2014) 
found that premiums can lead to increased tracking 
error in ETFs that hold illiquid securities. 

Aber et al. (2009) suggested that ETFs traded more 
at a premium than at a discount, indicating that the 
market tended to overvalue ETFs compared to their 
NAV. Additionally, premiums have shown to be 
higher for newly created ETFs, as documented in a 
study by Piccotti (2018), which indicates that inves-
tors are willing to pay a premium in order to access 
the liquidity benefits provided by ETFs, which allow 
indirect availability to less accessible underlying se-
curities.

3.	 Data and methodology

In previous studies, researchers have used both 
NAV returns and closing market price returns to 
evaluate the tracking error of ETFs compared to 
their benchmark index returns (Zawadzki, 2020). 
However, due to its advantages, the NAV-based 
measurement of tracking error is widely recognized 
as the preferred approach. NAV returns consider 
dividends or any income generated by the underly-
ing assets, providing a more accurate and reliable 
measure of the ETF’s performance in accordance 
with GIPS - Global Investment Performance Stand-

ards (CFA, 2020). Additionally, changes in the net 
asset value reflect what an investor would actually 
receive from holding the ETF (Osojnik, 2023). In 
contrast, closing price ETF returns may be influ-
enced by short-term price fluctuations that do not 
necessarily reflect the underlying performance of 
the ETF. Therefore, using closing price returns to 
assess tracking error can be misleading. Further-
more, the difference between ETF market prices 
and their respective net asset values introduces an-
other variable known as the premium or discount. 
This variable will be utilized to explain ETF track-
ing error. Mispricing of an ETF in relation to its net 
asset value creates arbitrage opportunities through 
the creation and redemption mechanism, which 
can be advantageous for investors (Osojnik, 2023).

The first impression of tracking error can be made 
by visual inspection of iShares Euro Stoxx 50 ETF 
net asset values and market closing prices of a 
benchmark Euro STOXX 50. Figure 1 uses a dual 
scale axis for comparison and highlights the shaded 
area covering turbulent periods of the COVID-19 
crisis and the Ukrainian war. Both net asset values 
and closing prices are expressed in the same cur-
rency (EUR), but with different scales. Although 
Figure 1 clearly indicates that the ETF tracks its 
benchmark quite well with few disparities during 
a bullish regime, commenting on the ETF perfor-
mance solely based on price differences is not pos-
sible; instead, log returns are considered.

Figure 1 ETF net asset values vs. benchmark index prices

Source: Authors’ construction using data provided by Refinitiv Eikon
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Before analysis continues, all variables of inter-
est are derived from the raw data. Firstly, tracking 
error is estimated following the ex-ante approach 
by regressing NAV returns of the ETF (

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)

) on 
benchmark returns (

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)

). The root of squared 
regression residual for each trading day resulted in 
tracking error (Osojnik, 2023): 

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)

	(1)

In the above expression, -0.0109 and -0.9949 are 
the constant term and the slope coefficient, respec-
tively.

Daily NAV returns of ETF and benchmark returns, 
used in the regression, are obtained following the 
same formulation:

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)

 

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)

	 (2)

where 

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)

 and 

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)

 are ETFs net asset values 
on the current and previous trading day, while 

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)

 
and 

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)

 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as 
bid-ask spread with end-of-day ETF quotes toward 
its mid-quote, by the following expression:

Source: Authors’ construction using data provided by Refinitiv Eikon

Before analysis continues, all variables of interest are derived from the raw data. Firstly, 

tracking error is estimated following the ex-ante approach by regressing NAV returns of the 

ETF (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁) on benchmark returns (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁). The root of squared regression residual for each 

trading day resulted in tracking error (Osojnik, 2023):

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 − 0.0109 − 0.9949𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁)2 .                                  (1)

In the above expression, -0.0109 and -0.9949 are the constant term and the slope coefficient, 

respectively.

Daily NAV returns of ETF and benchmark returns, used in the regression, are obtained 

following the same formulation:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%       𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 =

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 − 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 100%,                  (2)

where 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 are ETFs net asset values on the current and previous trading day, 

while 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 and  𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑁𝑁 are closing prices of a benchmark index.

Next, an illiquidity proxy measure is obtained as bid-ask spread with end-of-day ETF quotes 

toward its mid-quote, by the following expression:

𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 =
2(𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100%.                                                        (3)	 (3)

ETF daily premium is also expressed as a percent-
age like all other variables according to:

ETF daily premium is also expressed as a percentage like all other variables according to:

𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡 =
𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
100%,                                                   (4)

where 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 are closing (market) prices of the ETF on day 𝑅𝑅𝑅𝑅. The same indicator (4) exhibits a

discount (negative values) when the ETF market price is lower than its NAV. This means that 

investors buy the ETF at a price cheaper than the underlying value of its assets. Conversely, an 

ETF is trading at a premium when its market price is higher than its NAV (positive values of 

the aforementioned indicator).

The daily ETF net flow, which represents the inflow and outflow of ETF, is given by the 

formula:

𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡 =
𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 − �1 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡−1𝐵𝐵𝐵𝐵𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

100 � 𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1
𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1

100%,                                  (5)

where the total net asset value 𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡 represents a product of NAV per share and the number 

of outstanding shares on the current day. The previous day total net asset value 𝑇𝑇𝑇𝑇𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑡𝑡𝑡𝑡−1 is 

adjusted with the respective ETF daily return to account for the performance effect of the 

change, which is independent of capital flows.

Market volatility is measured by the official Euro Stoxx 50 volatility index (VSTOXX), which 

is the European version of VIX, reflecting investor’s sentiment as expectations of future 

volatility. 

Summary statistics of variables of interest are reported in Table 1. All values of variables are 
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	 (5)

where the total net asset value TNAVt  represents a 
product of NAV per share and the number of out-
standing shares on the current day. The previous 
day total net asset value TNAVt-1  is adjusted with 
the respective ETF daily return to account for the 
performance effect of the change, which is inde-
pendent of capital flows.

Market volatility is measured by the official Euro 
Stoxx 50 volatility index (VSTOXX), which is the 
European version of VIX, reflecting investor’s senti-
ment as expectations of future volatility. 

Summary statistics of variables of interest are re-
ported in Table 1. All values of variables are ex-
pressed in percentages, except the volatility index 
and trading volume. Only trading volume is trans-
formed into logs due to a large scale and extreme 
variations of trading across days.

Table 1 Descriptive statistics of iShares Euro Stoxx 50 ETF tracking error and its explanatory predic-
tors along with ADF unit root test

Variable Min Max Mean SD Median ADF test

Tracking error 0.00 1.08 0.07 0.09 0.05 -15.1558***

Illiquidity proxy 0.01 0.48 0.06 0.04 0.05 -11.5989***

Volatility index 10.69 85.62 23.21 8.85 21.36 -13.8413***

Net flow -5.74 3.59 -0.03 0.48 -0.01 -20.9258***

Premium/discount -3.55 2.19 0.04 0.21 0.05 -18.7641***

Logs of volume 7.37 13.56 9.84 0.85 9.82 -13.4245***
Note: significance levels * p < 0.05, ** p < 0.01, *** p < 0.001 
Source: Authors’ calculation using data provided by Refinitiv Eikon
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It can be noticed in Table 1 that the mean and medi-
an tracking errors are 0.07% and 0.05%, respectively. 
The maximum value of 1.08% can be expected dur-
ing high market volatility and stress, when assets in 
the portfolio become less liquid and more difficult 
to allocate. The null hypothesis of the Augmented 
Dickey-Fuller (ADF) unit root test is rejected at the 
significance level of 1%, indicating that all consid-
ered variables are stationary. ADF in the levels is 
performed without trend and without drift, except 
for the net flow, and the premium/discount as their 
mean is approximately zero, and thus a drift term is 

not omitted for those two variables (Osojnik, 2023). 
Stationarity of all variables is preferred to eliminate 
possible suspicion of the results in the post-estima-
tion phase caused by the non-stationarity issue.

Figure 2 shows the clustering of tracking error, vol-
atility and illiquidity, particularly in crisis periods 
which can be identified as bearish states of the ETF 
regime. Therefore, it is not surprising that these 
three variables are more correlated than other vari-
ables, indicating that illiquidity and volatility con-
tribute positively to tracking error (Figure 3).

Figure 2 Time-series of variables observed from May 27, 2019 to May 26, 2023

Source: Authors’ construction using data provided by Refinitiv Eikon



Arnerić, J. et al.: Explanatory factors of Eurozone equity ETF tracking error

242 Vol. 37, No. 2 (2024), pp. 235-250

Figure 3 Correlation matrix between the ob-
served variables

Source: Authors’ construction using data provided by 
Refinitiv Eikon

An application of Markov regime-switching (MRS) 
models has attracted great interest in capturing dy-
namics of financial time-series, primarily due to the 
nonlinear dependence between considered vari-
ables as well as their nonstationary property (time-
varying moments). In these circumstances, the 
main advantage of MRS is that it allows regression 
parameters to switch across multiple states or re-
gimes, with the probabilities of switching between 
these states being dependent on the current state 
(Peovski et al., 2022). For example, the MRS model 
can capture changes of the dependence between 
two or more variables during different economic 
cycles or market regimes, such as high and low 
volatility regimes or bearish and bullish regimes, 
which usually coincides with crisis and non-crisis 
periods (Osojnik, 2023).

A simple Markov switching bivariate regression 
model, which considers two states of regime, can be 
formalized as follows:

across multiple states or regimes, with the probabilities of switching between these states being 

dependent on the current state (Peovski et al., 2022). For example, the MRS model can capture 

changes of the dependence between two or more variables during different economic cycles or 

market regimes, such as high and low volatility regimes or bearish and bullish regimes, which 

usually coincides with crisis and non-crisis periods (Osojnik, 2023).

A simple Markov switching bivariate regression model, which considers two states of regime,

can be formalized as follows:

𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑥𝑥𝑥𝑥𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡   

𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ~ 𝑊𝑊𝑊𝑊𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2 )

 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼1(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝛼𝛼𝛼𝛼2(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1) (6)

𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝛽𝛽𝛽𝛽1(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝛽𝛽𝛽𝛽2(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1)

𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2 = 𝜎𝜎𝜎𝜎12(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝜎𝜎𝜎𝜎22(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1),

where 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗  is a discrete state variable that indicates in which regime the Markov process is

𝑗𝑗𝑗𝑗 = 1, 2, … ,𝑡𝑡𝑡𝑡. Consequently, if the process is in the first regime state, then  𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 1, with 

parameters 𝛼𝛼𝛼𝛼1 , 𝛽𝛽𝛽𝛽1 and 𝜎𝜎𝜎𝜎12, but if the process is in the second regime state, then 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 2, with 

parameters 𝛼𝛼𝛼𝛼2, 𝛽𝛽𝛽𝛽2 and 𝜎𝜎𝜎𝜎22. Assuming that the conditional probability density function is 

Gaussian:

𝑓𝑓𝑓𝑓(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) = 1
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where St=j is a discrete state variable that indicates 
in which regime the Markov process is j=1,2,..., k. 
Consequently, if the process is in the first regime 
state, then St=1, with parameters α1, β1 and σ

2
1, but if 

the process is in the second regime state, then St=2, 
with parameters α2, β2  and σ2

2 . Assuming that the 
conditional probability density function is Gaussian:

across multiple states or regimes, with the probabilities of switching between these states being 

dependent on the current state (Peovski et al., 2022). For example, the MRS model can capture 

changes of the dependence between two or more variables during different economic cycles or 

market regimes, such as high and low volatility regimes or bearish and bullish regimes, which 

usually coincides with crisis and non-crisis periods (Osojnik, 2023).

A simple Markov switching bivariate regression model, which considers two states of regime,

can be formalized as follows:
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 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼1(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝛼𝛼𝛼𝛼2(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1) (6)

𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝛽𝛽𝛽𝛽1(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝛽𝛽𝛽𝛽2(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1)

𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2 = 𝜎𝜎𝜎𝜎12(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝜎𝜎𝜎𝜎22(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1),

where 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗  is a discrete state variable that indicates in which regime the Markov process is

𝑗𝑗𝑗𝑗 = 1, 2, … ,𝑡𝑡𝑡𝑡. Consequently, if the process is in the first regime state, then  𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 1, with 

parameters 𝛼𝛼𝛼𝛼1 , 𝛽𝛽𝛽𝛽1 and 𝜎𝜎𝜎𝜎12, but if the process is in the second regime state, then 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 2, with 

parameters 𝛼𝛼𝛼𝛼2, 𝛽𝛽𝛽𝛽2 and 𝜎𝜎𝜎𝜎22. Assuming that the conditional probability density function is 

Gaussian:

𝑓𝑓𝑓𝑓(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) = 1

�2𝜋𝜋𝜋𝜋𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 �− (𝑦𝑦𝑦𝑦𝑆𝑆𝑆𝑆−𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆−𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆∙𝑥𝑥𝑥𝑥𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)2

2𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 �,                                     (7)

then a log-likelihood function 𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 = ∑ 𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛 {𝑓𝑓𝑓𝑓(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡)}𝐸𝐸𝐸𝐸
𝑡𝑡𝑡𝑡=1 can be maximized with respect to 

parameters 𝛼𝛼𝛼𝛼1 , 𝛼𝛼𝛼𝛼2 , 𝛽𝛽𝛽𝛽1 , 𝛽𝛽𝛽𝛽2, 𝜎𝜎𝜎𝜎12,  and 𝜎𝜎𝜎𝜎22.  However, the state variable is usually unobserved in 

practical applications, but it is commonly assumed that it follows a Markov chain process with 

a k-dimensional state space (Hamilton, 1989). The specificity of a Markov chain process is the 

first-order dependence, implying that a state variable at the moment 𝑅𝑅𝑅𝑅 depends only on the 

previous state of the process at the moment 𝑅𝑅𝑅𝑅 − 1 (Goldfeld & Quandt, 1973). Thus, for 𝑡𝑡𝑡𝑡 = 2,

the log-likelihood function takes the form:

𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 = � ln ���
1

�2𝜋𝜋𝜋𝜋𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2
exp �−

(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 − 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑥𝑥𝑥𝑥𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡)2

2𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2
�

2

𝑗𝑗𝑗𝑗=1

�Pr(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)�.     
𝐸𝐸𝐸𝐸

𝑡𝑡𝑡𝑡=1

(8)

	 (7)

then a log-likelihood function  
can be maximized with respect to parameters α1,   
α2 , β1, β2 , σ

2
1 and σ2

2. However, the state variable is 
usually unobserved in practical applications, but 
it is commonly assumed that it follows a Markov 
chain process with a k-dimensional state space 
(Hamilton, 1989). The specificity of a Markov chain 
process is the first-order dependence, implying that 
a state variable at the moment t depends only on 
the previous state of the process at the moment t-1 
(Goldfeld & Quandt, 1973). Thus, for k=2, the log-
likelihood function takes the form:

across multiple states or regimes, with the probabilities of switching between these states being 

dependent on the current state (Peovski et al., 2022). For example, the MRS model can capture 

changes of the dependence between two or more variables during different economic cycles or 

market regimes, such as high and low volatility regimes or bearish and bullish regimes, which 

usually coincides with crisis and non-crisis periods (Osojnik, 2023).

A simple Markov switching bivariate regression model, which considers two states of regime,

can be formalized as follows:

𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑥𝑥𝑥𝑥𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡   

𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ~ 𝑊𝑊𝑊𝑊𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2 )

 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼1(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝛼𝛼𝛼𝛼2(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1) (6)

𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝛽𝛽𝛽𝛽1(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝛽𝛽𝛽𝛽2(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1)

𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2 = 𝜎𝜎𝜎𝜎12(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝜎𝜎𝜎𝜎22(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1),

where 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗  is a discrete state variable that indicates in which regime the Markov process is

𝑗𝑗𝑗𝑗 = 1, 2, … ,𝑡𝑡𝑡𝑡. Consequently, if the process is in the first regime state, then  𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 1, with 

parameters 𝛼𝛼𝛼𝛼1 , 𝛽𝛽𝛽𝛽1 and 𝜎𝜎𝜎𝜎12, but if the process is in the second regime state, then 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 2, with 

parameters 𝛼𝛼𝛼𝛼2, 𝛽𝛽𝛽𝛽2 and 𝜎𝜎𝜎𝜎22. Assuming that the conditional probability density function is 

Gaussian:

𝑓𝑓𝑓𝑓(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) = 1

�2𝜋𝜋𝜋𝜋𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
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2𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 �,                                     (7)

then a log-likelihood function 𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 = ∑ 𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛 {𝑓𝑓𝑓𝑓(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡)}𝐸𝐸𝐸𝐸
𝑡𝑡𝑡𝑡=1 can be maximized with respect to 

parameters 𝛼𝛼𝛼𝛼1 , 𝛼𝛼𝛼𝛼2 , 𝛽𝛽𝛽𝛽1 , 𝛽𝛽𝛽𝛽2, 𝜎𝜎𝜎𝜎12,  and 𝜎𝜎𝜎𝜎22.  However, the state variable is usually unobserved in 

practical applications, but it is commonly assumed that it follows a Markov chain process with 

a k-dimensional state space (Hamilton, 1989). The specificity of a Markov chain process is the 

first-order dependence, implying that a state variable at the moment 𝑅𝑅𝑅𝑅 depends only on the 

previous state of the process at the moment 𝑅𝑅𝑅𝑅 − 1 (Goldfeld & Quandt, 1973). Thus, for 𝑡𝑡𝑡𝑡 = 2,

the log-likelihood function takes the form:

𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 = � ln ���
1

�2𝜋𝜋𝜋𝜋𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2
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(8)	(8)

The probability density function (8) for each ob-
servation t=1,2,..., T is presented as a weighted sum 
of conditional probability density functions for 
both regime states j=1,2. The associated weights 

across multiple states or regimes, with the probabilities of switching between these states being 

dependent on the current state (Peovski et al., 2022). For example, the MRS model can capture 

changes of the dependence between two or more variables during different economic cycles or 

market regimes, such as high and low volatility regimes or bearish and bullish regimes, which 

usually coincides with crisis and non-crisis periods (Osojnik, 2023).

A simple Markov switching bivariate regression model, which considers two states of regime,

can be formalized as follows:

𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑥𝑥𝑥𝑥𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡   

𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ~ 𝑊𝑊𝑊𝑊𝑁𝑁𝑁𝑁(0,𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2 )

 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼1(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝛼𝛼𝛼𝛼2(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1) (6)

𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝛽𝛽𝛽𝛽1(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝛽𝛽𝛽𝛽2(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1)

𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡2 = 𝜎𝜎𝜎𝜎12(2 − 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) + 𝜎𝜎𝜎𝜎22(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 1),

where 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗  is a discrete state variable that indicates in which regime the Markov process is

𝑗𝑗𝑗𝑗 = 1, 2, … ,𝑡𝑡𝑡𝑡. Consequently, if the process is in the first regime state, then  𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 1, with 

parameters 𝛼𝛼𝛼𝛼1 , 𝛽𝛽𝛽𝛽1 and 𝜎𝜎𝜎𝜎12, but if the process is in the second regime state, then 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 2, with 

parameters 𝛼𝛼𝛼𝛼2, 𝛽𝛽𝛽𝛽2 and 𝜎𝜎𝜎𝜎22. Assuming that the conditional probability density function is 

Gaussian:

𝑓𝑓𝑓𝑓(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡) = 1
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2𝜎𝜎𝜎𝜎𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
2 �,                                     (7)

then a log-likelihood function 𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 = ∑ 𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛 {𝑓𝑓𝑓𝑓(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡)}𝐸𝐸𝐸𝐸
𝑡𝑡𝑡𝑡=1 can be maximized with respect to 

parameters 𝛼𝛼𝛼𝛼1 , 𝛼𝛼𝛼𝛼2 , 𝛽𝛽𝛽𝛽1 , 𝛽𝛽𝛽𝛽2, 𝜎𝜎𝜎𝜎12,  and 𝜎𝜎𝜎𝜎22.  However, the state variable is usually unobserved in 

practical applications, but it is commonly assumed that it follows a Markov chain process with 

a k-dimensional state space (Hamilton, 1989). The specificity of a Markov chain process is the 

first-order dependence, implying that a state variable at the moment 𝑅𝑅𝑅𝑅 depends only on the 

previous state of the process at the moment 𝑅𝑅𝑅𝑅 − 1 (Goldfeld & Quandt, 1973). Thus, for 𝑡𝑡𝑡𝑡 = 2,

the log-likelihood function takes the form:

𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 = � ln ���
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(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡 − 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 − 𝛽𝛽𝛽𝛽𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑥𝑥𝑥𝑥𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡)2
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(8) are interpreted as conditional probabili-
ties that the process is in the state j at the moment t, 
conditioned on all information from previous peri-
ods up to and including the moment t-1. These con-
ditional probabilities are called ex ante probabilities 
(Kim & Nelson, 2017). In order to maximize the 
log-likelihood function it is necessary to assume a 
priori the behavior of a discrete state variable St. It 
is assumed that the state variable is generated by a 
first-order Markov process:

The probability density function (8) for each observation 𝑅𝑅𝑅𝑅 = 1,2, … ,𝑇𝑇𝑇𝑇 is presented as a 

weighted sum of conditional probability density functions for both regime states 𝑗𝑗𝑗𝑗 = 1, 2. The 

associated weights 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) are interpreted as conditional probabilities that the process 

is in the state 𝑗𝑗𝑗𝑗 at the moment 𝑅𝑅𝑅𝑅, conditioned on all information from previous periods up to and 

including the moment 𝑅𝑅𝑅𝑅 − 1. These conditional probabilities are called ex ante probabilities

(Kim & Nelson, 2017). In order to maximize the log-likelihood function it is necessary to 

assume a priori the behavior of a discrete state variable 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡. It is assumed that the state variable 

is generated by a first-order Markov process:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1, 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−2, … , 𝑆𝑆𝑆𝑆1, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = 𝑃𝑃𝑃𝑃 𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1).                                       (9)                                       

Ex ante probabilities 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) are generated by a matrix of transitional probabilities, 

the so-called stochastic matrix:

𝑃𝑃𝑃𝑃 = �
𝑝𝑝𝑝𝑝11 𝑝𝑝𝑝𝑝12
𝑝𝑝𝑝𝑝21 𝑝𝑝𝑝𝑝22� = � 𝑝𝑝𝑝𝑝 (1 − 𝑝𝑝𝑝𝑝)

(1 − 𝑙𝑙𝑙𝑙) 𝑙𝑙𝑙𝑙 � .                                         (10)

The matrix of transition probabilities 𝑃𝑃𝑃𝑃 is an irreducible and primitive matrix (Hamilton, 1989).

This means that all states of the Markov chain communicate with each other, i.e. that there is a 

probability of transition from state 𝑖𝑖𝑖𝑖 to state 𝑗𝑗𝑗𝑗, as well as a probability of transition from state 𝑗𝑗𝑗𝑗

to state 𝑖𝑖𝑖𝑖. Therefore, it is assumed that all elements of the stochastic matrix are greater than zero 

(a primitive matrix). In the matrix 𝑃𝑃𝑃𝑃, the probability 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖) is the 

conditional probability that the process is in the state 𝑗𝑗𝑗𝑗 at the moment 𝑅𝑅𝑅𝑅 if it was in the state 𝑖𝑖𝑖𝑖 at 

the previous moment 𝑅𝑅𝑅𝑅 − 1. For example, 𝑝𝑝𝑝𝑝12 is interpreted as the probability of transition from 

the first state to the second state of the regime, and 𝑝𝑝𝑝𝑝22 as the probability that the process will 

remain in the second state. The probabilities 𝑝𝑝𝑝𝑝11 and 𝑝𝑝𝑝𝑝12 are complementary, just like the 

probabilities 𝑝𝑝𝑝𝑝21 and 𝑝𝑝𝑝𝑝22. The transition probabilities 𝑝𝑝𝑝𝑝 and 𝑙𝑙𝑙𝑙 in the stochastic matrix 𝑃𝑃𝑃𝑃 are 

commonly parameterized using inverse logit transformation:

𝑝𝑝𝑝𝑝 =
𝑅𝑅𝑅𝑅𝑝𝑝𝑝𝑝0

1 + 𝑅𝑅𝑅𝑅𝑝𝑝𝑝𝑝0
 ;      𝑙𝑙𝑙𝑙 =

𝑅𝑅𝑅𝑅𝑞𝑞𝑞𝑞0
1 + 𝑅𝑅𝑅𝑅𝑞𝑞𝑞𝑞0

.                                                  (11)

Upon transitional probabilities 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖), conditional probabilities 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)

can be generated and then the log-likelihood function can be maximized by the parameters 𝛼𝛼𝛼𝛼1,

𝛼𝛼𝛼𝛼2 , 𝛽𝛽𝛽𝛽1 , 𝛽𝛽𝛽𝛽2, 𝜎𝜎𝜎𝜎12, 𝜎𝜎𝜎𝜎22, 𝑝𝑝𝑝𝑝0 and 𝑙𝑙𝑙𝑙0. Since the process of maximizing the log-likelihood function is 

iterative, in each new iteration conditional probabilities are updated using Kim’s smoothing 

algorithm, the so-called Kim’s filter. Kim’s smoothing algorithm can be described in two steps

	 (9)

Ex ante probabilities  are generated 
by a matrix of transitional probabilities, the so-
called stochastic matrix:

The probability density function (8) for each observation 𝑅𝑅𝑅𝑅 = 1,2, … ,𝑇𝑇𝑇𝑇 is presented as a 

weighted sum of conditional probability density functions for both regime states 𝑗𝑗𝑗𝑗 = 1, 2. The 

associated weights 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) are interpreted as conditional probabilities that the process 

is in the state 𝑗𝑗𝑗𝑗 at the moment 𝑅𝑅𝑅𝑅, conditioned on all information from previous periods up to and 

including the moment 𝑅𝑅𝑅𝑅 − 1. These conditional probabilities are called ex ante probabilities

(Kim & Nelson, 2017). In order to maximize the log-likelihood function it is necessary to 

assume a priori the behavior of a discrete state variable 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡. It is assumed that the state variable 

is generated by a first-order Markov process:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1, 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−2, … , 𝑆𝑆𝑆𝑆1, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = 𝑃𝑃𝑃𝑃 𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1).                                       (9)                                       

Ex ante probabilities 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) are generated by a matrix of transitional probabilities, 

the so-called stochastic matrix:

𝑃𝑃𝑃𝑃 = �
𝑝𝑝𝑝𝑝11 𝑝𝑝𝑝𝑝12
𝑝𝑝𝑝𝑝21 𝑝𝑝𝑝𝑝22� = � 𝑝𝑝𝑝𝑝 (1 − 𝑝𝑝𝑝𝑝)

(1 − 𝑙𝑙𝑙𝑙) 𝑙𝑙𝑙𝑙 � .                                         (10)

The matrix of transition probabilities 𝑃𝑃𝑃𝑃 is an irreducible and primitive matrix (Hamilton, 1989).

This means that all states of the Markov chain communicate with each other, i.e. that there is a 

probability of transition from state 𝑖𝑖𝑖𝑖 to state 𝑗𝑗𝑗𝑗, as well as a probability of transition from state 𝑗𝑗𝑗𝑗

to state 𝑖𝑖𝑖𝑖. Therefore, it is assumed that all elements of the stochastic matrix are greater than zero 

(a primitive matrix). In the matrix 𝑃𝑃𝑃𝑃, the probability 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖) is the 

conditional probability that the process is in the state 𝑗𝑗𝑗𝑗 at the moment 𝑅𝑅𝑅𝑅 if it was in the state 𝑖𝑖𝑖𝑖 at 

the previous moment 𝑅𝑅𝑅𝑅 − 1. For example, 𝑝𝑝𝑝𝑝12 is interpreted as the probability of transition from 

the first state to the second state of the regime, and 𝑝𝑝𝑝𝑝22 as the probability that the process will 

remain in the second state. The probabilities 𝑝𝑝𝑝𝑝11 and 𝑝𝑝𝑝𝑝12 are complementary, just like the 

probabilities 𝑝𝑝𝑝𝑝21 and 𝑝𝑝𝑝𝑝22. The transition probabilities 𝑝𝑝𝑝𝑝 and 𝑙𝑙𝑙𝑙 in the stochastic matrix 𝑃𝑃𝑃𝑃 are 

commonly parameterized using inverse logit transformation:

𝑝𝑝𝑝𝑝 =
𝑅𝑅𝑅𝑅𝑝𝑝𝑝𝑝0

1 + 𝑅𝑅𝑅𝑅𝑝𝑝𝑝𝑝0
 ;      𝑙𝑙𝑙𝑙 =

𝑅𝑅𝑅𝑅𝑞𝑞𝑞𝑞0
1 + 𝑅𝑅𝑅𝑅𝑞𝑞𝑞𝑞0

.                                                  (11)

Upon transitional probabilities 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖), conditional probabilities 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)

can be generated and then the log-likelihood function can be maximized by the parameters 𝛼𝛼𝛼𝛼1,

𝛼𝛼𝛼𝛼2 , 𝛽𝛽𝛽𝛽1 , 𝛽𝛽𝛽𝛽2, 𝜎𝜎𝜎𝜎12, 𝜎𝜎𝜎𝜎22, 𝑝𝑝𝑝𝑝0 and 𝑙𝑙𝑙𝑙0. Since the process of maximizing the log-likelihood function is 

iterative, in each new iteration conditional probabilities are updated using Kim’s smoothing 

algorithm, the so-called Kim’s filter. Kim’s smoothing algorithm can be described in two steps

	 (10)

The matrix of transition probabilities P is an irre-
ducible and primitive matrix (Hamilton, 1989). This 
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means that all states of the Markov chain commu-
nicate with each other, i.e. that there is a probability 
of transition from state i to state j, as well as a prob-
ability of transition from state j to state i. Therefore, 
it is assumed that all elements of the stochastic ma-
trix are greater than zero (a primitive matrix). In the 
matrix P the probability  
is the conditional probability that the process is in 
the state j at the moment t if it was in the state i  at 
the previous moment t-1. For example, p12 is inter-
preted as the probability of transition from the first 
state to the second state of the regime, and  p22 as 
the probability that the process will remain in the 
second state. The probabilities p11 and p12 are com-
plementary, just like the probabilities in p21 and p22. 
The transition probabilities p and q i1 the stochas-
tic matrix P are commonly parameterized using in-
verse logit transformation:

The probability density function (8) for each observation 𝑅𝑅𝑅𝑅 = 1,2, … ,𝑇𝑇𝑇𝑇 is presented as a 

weighted sum of conditional probability density functions for both regime states 𝑗𝑗𝑗𝑗 = 1, 2. The 

associated weights 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) are interpreted as conditional probabilities that the process 

is in the state 𝑗𝑗𝑗𝑗 at the moment 𝑅𝑅𝑅𝑅, conditioned on all information from previous periods up to and 

including the moment 𝑅𝑅𝑅𝑅 − 1. These conditional probabilities are called ex ante probabilities

(Kim & Nelson, 2017). In order to maximize the log-likelihood function it is necessary to 

assume a priori the behavior of a discrete state variable 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡. It is assumed that the state variable 

is generated by a first-order Markov process:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1, 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−2, … , 𝑆𝑆𝑆𝑆1, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = 𝑃𝑃𝑃𝑃 𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1).                                       (9)                                       

Ex ante probabilities 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) are generated by a matrix of transitional probabilities, 

the so-called stochastic matrix:

𝑃𝑃𝑃𝑃 = �
𝑝𝑝𝑝𝑝11 𝑝𝑝𝑝𝑝12
𝑝𝑝𝑝𝑝21 𝑝𝑝𝑝𝑝22� = � 𝑝𝑝𝑝𝑝 (1 − 𝑝𝑝𝑝𝑝)

(1 − 𝑙𝑙𝑙𝑙) 𝑙𝑙𝑙𝑙 � .                                         (10)

The matrix of transition probabilities 𝑃𝑃𝑃𝑃 is an irreducible and primitive matrix (Hamilton, 1989).

This means that all states of the Markov chain communicate with each other, i.e. that there is a 

probability of transition from state 𝑖𝑖𝑖𝑖 to state 𝑗𝑗𝑗𝑗, as well as a probability of transition from state 𝑗𝑗𝑗𝑗

to state 𝑖𝑖𝑖𝑖. Therefore, it is assumed that all elements of the stochastic matrix are greater than zero 

(a primitive matrix). In the matrix 𝑃𝑃𝑃𝑃, the probability 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖) is the 

conditional probability that the process is in the state 𝑗𝑗𝑗𝑗 at the moment 𝑅𝑅𝑅𝑅 if it was in the state 𝑖𝑖𝑖𝑖 at 

the previous moment 𝑅𝑅𝑅𝑅 − 1. For example, 𝑝𝑝𝑝𝑝12 is interpreted as the probability of transition from 

the first state to the second state of the regime, and 𝑝𝑝𝑝𝑝22 as the probability that the process will 

remain in the second state. The probabilities 𝑝𝑝𝑝𝑝11 and 𝑝𝑝𝑝𝑝12 are complementary, just like the 

probabilities 𝑝𝑝𝑝𝑝21 and 𝑝𝑝𝑝𝑝22. The transition probabilities 𝑝𝑝𝑝𝑝 and 𝑙𝑙𝑙𝑙 in the stochastic matrix 𝑃𝑃𝑃𝑃 are 

commonly parameterized using inverse logit transformation:

𝑝𝑝𝑝𝑝 =
𝑅𝑅𝑅𝑅𝑝𝑝𝑝𝑝0

1 + 𝑅𝑅𝑅𝑅𝑝𝑝𝑝𝑝0
 ;      𝑙𝑙𝑙𝑙 =

𝑅𝑅𝑅𝑅𝑞𝑞𝑞𝑞0
1 + 𝑅𝑅𝑅𝑅𝑞𝑞𝑞𝑞0

.                                                  (11)

Upon transitional probabilities 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖), conditional probabilities 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)

can be generated and then the log-likelihood function can be maximized by the parameters 𝛼𝛼𝛼𝛼1,

𝛼𝛼𝛼𝛼2 , 𝛽𝛽𝛽𝛽1 , 𝛽𝛽𝛽𝛽2, 𝜎𝜎𝜎𝜎12, 𝜎𝜎𝜎𝜎22, 𝑝𝑝𝑝𝑝0 and 𝑙𝑙𝑙𝑙0. Since the process of maximizing the log-likelihood function is 

iterative, in each new iteration conditional probabilities are updated using Kim’s smoothing 

algorithm, the so-called Kim’s filter. Kim’s smoothing algorithm can be described in two steps

	 (11)

Upon transitional probabilities  , conditional probabilities  can be 
generated and then the log-likelihood function 
can be maximized by the parameters α1, α2, β1, β2, 
σ2

1, σ
2
2 and q0.. Since the process of maximizing the 

log-likelihood function is iterative, in each new it-
eration conditional probabilities are updated using 
Kim’s smoothing algorithm, the so-called Kim’s fil-
ter. Kim’s smoothing algorithm can be described in 
two steps (Kim & Nelson, 2017). In the first step, at 
the beginning of iteration, ex ante probabilities are 
calculated as follows:

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

 

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

	 (12)

In the second step, according to the Bayes rule, for 
the observed values of response variable yt, the so-
called filtered probabilities are obtained:

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

	(13)

However, initial probabilities need to be deter-
mined before the iterative procedure of maximiz-
ing the likelihood function can begin. For the initial 
probabilities, Hamilton (1989) proposed uncondi-
tional probabilities of the state of the regime, i.e. 
steady state probabilities:

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

	 (14)

Based on the transitional probabilities of the regime 
state, the expected duration of the process in the 
j- th regime state can be calculated as:

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

	 (15)

In the two-state regime model, the first regime 
state is assumed to be a low-volatility state and the 
second regime state is a high-volatility state. Then 
the parameters 

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

  and 

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

 can be interpreted as the 
expected probabilities that the process is in the re-
gime of low (high) volatility in the long term, while 
the parameters d1 and d2 show the duration of the 
process in low and high volatility regimes in terms 
of days (Osojnik, 2023). Furthermore, it is worth-
while to analyze the time it takes for the process to 
switch from low to high volatility states, and vice 
versa.

4.	 Empirical results

In accordance with the previously described meth-
odology and research objectives, assuming two 
states of regime k=2 , the following MRS regression 
model is estimated:

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

(Kim & Nelson, 2017). In the first step, at the beginning of iteration, ex ante probabilities are 

calculated as follows:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)  = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖)𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡−1 = 𝑖𝑖𝑖𝑖|𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)
2

𝑗𝑗𝑗𝑗=1

    𝑗𝑗𝑗𝑗 = 1, 2.                    (12)

In the second step, according to the Bayes rule, for the observed values of response variable 𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡,

the so-called filtered probabilities are obtained:

𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1,𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡)  =
𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 

∑ 𝑓𝑓𝑓𝑓(𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑗𝑗𝑗𝑗, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1) 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 (𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡−1)2
𝑗𝑗𝑗𝑗=1  

 .                              (13)

However, initial probabilities need to be determined before the iterative procedure of 

maximizing the likelihood function can begin. For the initial probabilities, Hamilton (1989) 

proposed unconditional probabilities of the state of the regime, i.e. steady state probabilities:

𝜇𝜇𝜇𝜇1 =
1 − 𝑝𝑝𝑝𝑝

2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙
 ;   𝜇𝜇𝜇𝜇2 =

1 − 𝑙𝑙𝑙𝑙
2 − 𝑝𝑝𝑝𝑝 − 𝑙𝑙𝑙𝑙

.                                                    (14)

Based on the transitional probabilities of the regime state, the expected duration of the 

process in the 𝑗𝑗𝑗𝑗- th regime state can be calculated as:

𝑙𝑙𝑙𝑙1 =
1

1 − 𝑝𝑝𝑝𝑝
 ;   𝑙𝑙𝑙𝑙2 =

1
1 − 𝑙𝑙𝑙𝑙

.                                                         (15)

In the two-state regime model, the first regime state is assumed to be a low-volatility state and 

the second regime state is a high-volatility state. Then the parameters 𝜋𝜋𝜋𝜋1 and  𝜋𝜋𝜋𝜋2 can be 

interpreted as the expected probabilities that the process is in the regime of low (high) volatility 

in the long term, while the parameters  𝑙𝑙𝑙𝑙1 and 𝑙𝑙𝑙𝑙2 show the duration of the process in low and 

high volatility regimes in terms of days (Osojnik, 2023). Furthermore, it is worthwhile to 

analyze the time it takes for the process to switch from low to high volatility states, and vice 

versa.

4. Empirical results

In accordance with the previously described methodology and research objectives, assuming 

two states of regime 𝑡𝑡𝑡𝑡 = 2, the following MRS regression model is estimated:

𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝛼𝛼𝛼𝛼𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽1,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽2,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  + 𝛽𝛽𝛽𝛽3,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡

∙ 𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅_𝑓𝑓𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡
(16) 

+ 𝛽𝛽𝛽𝛽4,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡   + 𝛽𝛽𝛽𝛽5,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛 (𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 +  𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 .

For two states of regime, 16 parameters (constant term, five coefficients, and error standard 

deviation for each state along with two transitional probabilities) are estimated by the 

approximate maximum likelihood method using the expectation–maximization (EM) algorithm 

due to its convenience (Perlin, 2010). For comparison purposes, a single-regime regression 

model is also estimated to verify the switching property of regression coefficients (Table 2). In 

the post-estimation phase, appropriateness of the MRS approach is supported by diagnostic 

checking of unobserved error term 𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 that should follow a white noise process with zero mean 

and constant variance for each state of regime (Table 3).

Table 2 Estimates of a single-regime model and a two-state regime model

Single Two-state regime-switching model

Variable regime Regime 1 Regime 2
(Intercept) 0.0172 0.0165*** -0.0321***

(0.0134) (0.0043) (0.0006)
Volatility index 0.0012*** 0.0008*** 0.0029***

(0.0001) (0.0002) (0.0001)
Illiquidity proxy 1.1595*** 1.0975*** 1.0049***

(0.0404) (0.0666) (0.0096)
Net flow 0.0522*** -0.1482*** -0.0155***

(0.0044) (0.0067) (0.0014)
Premium/discount -0.0424*** -0.3891*** 0.0507***

(0.0117) (0.0277) (0.0030)
Logs of volume -0.0051*** 0.0033*** -0.0514***

(0.0015) (0.0004) (0.0031)

Error standard deviation 0.0101 0.0089 0.0024
Transitional probability - 0.8509 0.5762
Observations 1019 1019 -
R2 0.897 0.9318 0.9925
AIC -6536.0 -8507.4 -
BIC -6501.5 -8365.2 -
Log.Lik. 3274.995 4265.739 -
RMSE 0.011 0.008 0.002

Note: significance levels * p < 0.05, ** p < 0.01, *** p < 0.001; standard errors in parenthesis
Source: Authors’ estimation using data provided by Refinitiv Eikon

For 1019 observations, the results of a single-regime model and a two-state regime-switching 

model are compared in Table 2. All variables are statistically significant at a 0.1% significance 

+ 𝛽𝛽𝛽𝛽4,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡   + 𝛽𝛽𝛽𝛽5,𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ∙ 𝑙𝑙𝑙𝑙𝑛𝑛𝑛𝑛 (𝑣𝑣𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 +  𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 .

For two states of regime, 16 parameters (constant term, five coefficients, and error standard 

deviation for each state along with two transitional probabilities) are estimated by the 

approximate maximum likelihood method using the expectation–maximization (EM) algorithm 

due to its convenience (Perlin, 2010). For comparison purposes, a single-regime regression 

model is also estimated to verify the switching property of regression coefficients (Table 2). In 

the post-estimation phase, appropriateness of the MRS approach is supported by diagnostic 

checking of unobserved error term 𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 that should follow a white noise process with zero mean 

and constant variance for each state of regime (Table 3).

Table 2 Estimates of a single-regime model and a two-state regime model

Single Two-state regime-switching model

Variable regime Regime 1 Regime 2
(Intercept) 0.0172 0.0165*** -0.0321***

(0.0134) (0.0043) (0.0006)
Volatility index 0.0012*** 0.0008*** 0.0029***

(0.0001) (0.0002) (0.0001)
Illiquidity proxy 1.1595*** 1.0975*** 1.0049***

(0.0404) (0.0666) (0.0096)
Net flow 0.0522*** -0.1482*** -0.0155***

(0.0044) (0.0067) (0.0014)
Premium/discount -0.0424*** -0.3891*** 0.0507***

(0.0117) (0.0277) (0.0030)
Logs of volume -0.0051*** 0.0033*** -0.0514***

(0.0015) (0.0004) (0.0031)

Error standard deviation 0.0101 0.0089 0.0024
Transitional probability - 0.8509 0.5762
Observations 1019 1019 -
R2 0.897 0.9318 0.9925
AIC -6536.0 -8507.4 -
BIC -6501.5 -8365.2 -
Log.Lik. 3274.995 4265.739 -
RMSE 0.011 0.008 0.002

Note: significance levels * p < 0.05, ** p < 0.01, *** p < 0.001; standard errors in parenthesis
Source: Authors’ estimation using data provided by Refinitiv Eikon

For 1019 observations, the results of a single-regime model and a two-state regime-switching 

model are compared in Table 2. All variables are statistically significant at a 0.1% significance 

	(16)

For two states of regime, 16 parameters (constant 
term, five coefficients, and error standard deviation 
for each state along with two transitional probabili-
ties) are estimated by the approximate maximum 
likelihood method using the expectation–maxi-
mization (EM) algorithm due to its convenience 
(Perlin, 2010). For comparison purposes, a single-
regime regression model is also estimated to verify 
the switching property of regression coefficients 
(Table 2). In the post-estimation phase, appropri-
ateness of the MRS approach is supported by diag-
nostic checking of unobserved error term ust  that 
should follow a white noise process with zero mean 
and constant variance for each state of regime (Ta-
ble 3).
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Table 2 Estimates of a single-regime model and a two-states regime model

Single Two-states regime-switching model

 Variable regime Regime 1 Regime 2

(Intercept) 0.0172 0.0165*** -0.0321***

(0.0134) (0.0043) (0.0006)

Volatility index 0.0012*** 0.0008*** 0.0029***

(0.0001) (0.0002) (0.0001)

Illiquidity proxy 1.1595*** 1.0975*** 1.0049***

(0.0404) (0.0666) (0.0096)

Net flow 0.0522*** -0.1482*** -0.0155***

(0.0044) (0.0067) (0.0014)

Premium/discount -0.0424*** -0.3891*** 0.0507***

(0.0117) (0.0277) (0.0030)

Logs of volume -0.0051*** 0.0033*** -0.0514***

(0.0015) (0.0004) (0.0031)

Error standard deviation 0.0101 0.0089 0.0024

Transitional probability - 0.8509 0.5762

Observations 1019 1019 -

R2 0.897 0.9318 0.9925

AIC -6536.0 -8507.4 -

BIC -6501.5 -8365.2 -

Log.Lik. 3274.995 4265.739 -

RMSE 0.011 0.008 0.002
Note: significance levels * p < 0.05, ** p < 0.01, *** p < 0.001; standard errors in parenthesis 
Source: Authors’ estimation using data provided by Refinitiv Eikon

For 1019 observations, the results of a single-
regime model and a two-states regime-switching 
model are compared in Table 2. All variables are 
statistically significant at a 0.1% significance level. 
An increase in volatility and illiquidity increases 
tracking error. The results are the same for single-
regime and two-states regime models. However, 
tracking error increases more in the second regime 
(0.29%) than in the first one (0.08%) with respect 
to a 1% increase in volatility, while 1% change of 
illiquidity has approximately the same impact on 
tracking error in both regimes (increases by 1.09% 
and 1%, respectively). 

For the case of net flows, it shows a positive rela-
tionship with tracking error only in a single-regime 
model. The expected negative relationship was 

present for the two-states switching model, also 
indicating a steeper coefficient for a bullish period, 
meaning that the effect of net flows is stronger dur-
ing bull periods, i.e. tracking error reduces by 0.14% 
with respect to a 1% increase of net flow. Further-
more, the results indicate that a premium/discount 
affects tracking error negatively in a single-regime 
model; however, their effect is both negative and 
positive for the bulish and bearish periods, respec-
tively, for the two-states switching model.

Furthermore, the transition probability matrix 
provides information about probability transi-
tions between two regime states. The probabilities 
p11 =  0.8509 and p22  =  0.5762 indicate the likeli-
hood of remaining in the first and second states 
of the regime, respectively. Conversely, p12  = 
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0.1491 represents the probability of transitioning 
from the first state to the second state, while p21 = 
0.4237 denotes the probability of transitioning 
from the second state to the first state. Accord-
ingly, it is more likely to remain in the bullish state 
regime once the market gets to that state and ap-
proximately stays in that state for 7 trading days (a 
week and a half ). In addition, the transition from 
a bearish to a bullish state of regime is 2.8 times 
more likely than the reverse, with a probability of 
0.4237 compared to 0.1491.

Goodness-of-fit measures confirm the appropriate-
ness and superiority of the two-states regime model 
over the single-regime model in terms of R2, infor-
mation criteria, the Akaike Information Criterion 
(AIC) and Bayesian Information Criterion (BIC), 
respectively, as well as the root mean square error 
(RMSE). In both regimes, R2 is substantially greater 
than in a single-regime case. Likewise, RMSE in-
dicates lower regression standard errors in both 
states against a single state. Smaller AIC and BIC 
are observed within the Markov regime-switching 
model, supporting its preference. An R2 value close 

to 1 does not imply that the results from regression 
of time-series are spurious. Spurious regression 
occurs when regressing two or more independent 
time-series, resulting in false relationships due to 
nonstationary properties. To address this issue, the 
Augmented Dickey-Fuller (ADF) unit root test was 
conducted on each variable (Table 1), confirming 
their stationarity. Furthermore, the absence of clear 
trending behavior in the variables (Figure 2) elimi-
nates the possibility of spurious results stemming 
from common trends. Once the Markov switching 
model parameters are estimated, the filtered proba-
bilities of the regime states are obtained by Kim’s fil-
tering algorithm, which is a byproduct of the itera-
tive log-likelihood maximization procedure (Perlin, 
2010). Inspecting both the filtered and smoothed 
probabilities is useful for interpreting the switch-
ing regression coefficients associated with different 
time periods (Osojnik, 2023). In Figure 4, it is clear 
that regime 1 corresponds to the bullish state of the 
market, while regime 2 corresponds to the bearish 
state, and more importantly, it covers crisis periods 
including the COVID-19 pandemic and the onset 
of the Ukrainian war.

Figure 4 Filtered and smoothed probabilities of the Markov two-states switching model

Source: Authors’ construction using data provided by Refinitiv Eikon
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The validity of the Markov switching model requires 
diagnostic checking of residuals. Two series of re-
siduals are generated in total, one for each state of 
regime. Three diagnostic plots are constructed for 
each residual series in Figure 5 (the correlogram of 
the residuals, the correlogram of the squared resid-
uals, and the normal quantile-quantile plot), where-
as formal diagnostic tests (the Ljung-Box test, the 
ARCH test and the Jarque-Bera test) are performed 
on the weighted residuals, i.e. a linear combination 
of two residual series using smoothed probabilities 
as the weights. In Figure 5, correlograms indicate 

no autocorrelation of residuals in both regimes and 
no autocorrelation of squared residuals, confirm-
ing the serial independence of error terms as well 
homoscedasticity (error terms have constant vari-
ance). The same conclusion is supported by non-re-
jection of the Ljung-Box test null hypothesis with 5 
and 10 time lags, and by non-rejection of the ARCH 
test null hypothesis for autoregressive conditional 
heteroscedasticity at all significance levels (Table 
3). According to the Jarque-Bera test, the normality 
assumption of weighted residuals is met.

Figure 5 Diagnostic plots of two regime residuals

Source: Authors’ construction using data provided by Refinitiv Eikon

Table 3 Diagnostic checking of weighted residuals

Test Statistic

Ljung-Box (5) 1.8469

Ljung-Box (10) 3.7356

ARCH 20.7821

Jarque-Bera 1.3569
Note: significance levels * p < 0.05, ** p < 0.01, *** p < 0.001 
Source: Authors’ calculation using data provided by Refinitiv Eikon
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5.	 Discussion

The primary objective of this study was to address 
a critical gap in the analysis of Eurozone ETF per-
formance by focusing specifically on the European 
market and investigating the impact of market-re-
lated variables on ETF tracking error. Both models, 
the single regime, and the two-states switching re-
gime, confirm that volatility and illiquidity increase 
tracking error. This is likely because the increase 
is associated with higher trading costs for arbitra-
geurs, reducing their ability to create and redeem 
ETF shares and underlying assets.

When comparing results obtained by both models, 
it becomes evident that parameters in the single-re-
gime case are overestimated or exhibit unexpected 
signs. For instance, the impact of illiquidity is over-
estimated, and the net flow shows a misleading di-
rection of influence. According to Ben-David et al. 
(2019), increases in trading volume can lead to wid-
er bid-ask spreads, which should, in turn, increase 
tracking error. Our results confirm this relation-
ship, but only for the bullish period in the market 
(the first state of the regime). In contrast, during the 
bearish regime (the second state), trading volume 
reduces tracking error more than it does in the bull-
ish regime.

Theoretically, an increase in premium should at-
tract authorized participants, hedge funds, and 
arbitrageurs, thereby decreasing tracking error. 
This effect is confirmed only for bullish periods 
(-0.38%). The results regarding the effect of pre-
mium/discount on tracking error align with those 
documented by Rompotis (2012). Interestingly, our 
study found similar results for bearish periods, con-
trary to previous findings. One possible explanation 
for this positive relationship during bearish periods 
could be attributed to herding behavior among 
investors, as documented by Ferreruela & Mal-
lor (2021). Shum & Kang (2013) also noted higher 
premiums/discounts in ETFs during crisis periods, 
suggesting reduced arbitrage activity due to height-
ened trading costs. Our analysis supports these 
findings, indicating consistency with the economic 
literature for most variables. Notably, in the two-
states switching-regime model, the coefficients for 
net flow, premium, and volume change vary, pro-
viding a more comprehensive understanding of the 
variables influencing tracking error.

These findings underscore the importance of uti-
lizing the two-states switching methodology for 

researchers. The introduction of the two-states 
switching methodology clearly demonstrates how 
the effects of variables such as net flow, premium, 
and volume can change. In addition to the current 
variables, supplementary variables like ETF pro-
vider’s rebalancing frequency, benchmark index 
composition, and expense ratios could help explain 
tracking error. However, obtaining this information 
from publicly available data is not straightforward, 
and the significance of these variables may be ques-
tionable due to their daily time-invariance. For ex-
ample, expense ratios are typically reported as an-
nual fees, not on a daily basis.

6.	Conclusion

The research explored how the tracking error of a 
Eurozone ETF, concerning its benchmark index, 
is influenced during crisis periods, including the 
COVID-19 pandemic and the Ukrainian war. By 
carefully examining market periods or regimes, the 
paper offers empirical evidence on several market-
based measures, such as market volatility, liquidity 
proxy, net flow, premium or discount, and trading 
volume, to comprehensively understand their in-
fluence on tracking error. In addition to presenting 
in-depth explanations and empirical evidence, this 
study contributes to the literature by employing a 
regime-switching methodology. The findings sup-
port existing economic literature to some extent 
and highlight the importance of considering differ-
ent market regimes. While all variables are statis-
tically significant, it was found that an increase in 
volatility and illiquidity led to a decrease in tracking 
error. However, the method of switching regimes 
has shown that the influence of volatility on track-
ing error is stronger during periods of market stress 
than in bullish periods (0.29% and 0.08%, respec-
tively), while in terms of illiquidity, the influence is 
the same for both regimes. When considering trad-
ing volume, the results confirm the findings of Ben-
David et al. (2019) that an increase in volume does 
increase tracking error, but only slightly (0.003%). 
The relationship holds true only for the first re-
gime (the bullish period). On top of that, the study 
found the influence of volume to be both negative 
and stronger for periods of market stress (-0.05%). 
Regarding net flows, the results surprisingly show 
a positive relationship with tracking error in a 
single-regime model. However, the use of switch-
ing regimes yields the excepted negative relation-
ship between net flows and tracking error. To be 
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more precise, 1% of net flow reduces tracking error 
for 0.14% during bullish periods and 0.01% during 
bearish periods. Lastly, the results show that premi-
um/discount negatively affects tracking error using 
a single-regime model. With a two-states switching 
model, the results yield interesting findings. The ef-
fect of premium/discount seems to be both positive 
and negative. A negative influence was expected, 
and it was found only during the bullish period of 
the market (-0.38%). A positive but weaker (0.05%) 
influence of premium/discount on tracking error 
was found during periods of stress and it was also 
documented by Rompotis (2012). One of the expla-
nations for a positive influence could lie in herding 
behavior exhibited by investors during periods of 
market stress. Another reason could be higher trad-

ing costs which arise in the periods of market stress. 
Higher trading costs tend to make arbitration more 
expensive. Hence, it keeps authorized participants 
waiting for the price between ETF and its NAV to 
be further and further away, explaining the positive 
relationship between premium/discount and track-
ing error. One limitation of the current research is 
the fact that only a single ETF is used in the analy-
sis. It would be of great value if future researchers 
take into account ETFs with different liquidities and 
sizes. 
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Abstract

Purpose: The aim of this paper is to highlight the increasing importance of social competencies in the busi-
ness environment, with a particular focus on employee career advancement. The paper seeks to illustrate 
the significance of specific socially competent behaviors, evaluate their relevance across various industries, 
and assess how HR managers and top executives perceive these behaviors.

Methodology:  The study included a sample of 113 employers. Statistical analyses were conducted using 
t-tests for dependent and independent samples, ANOVA, and Cronbach’s alpha to ensure reliability.

Results: No significant differences were observed between the tested socially competent behaviors in rela-
tion to career advancement. These behaviors are equally valued across industries and by both HR managers 
and top executives in the context of long-term employability.

Conclusion: The findings underscore the importance of empathetic behavior as a key social competency 
for career progression and long-term employability, placing it on par with communication and conflict 
management skills. The study also indicates that empathy, communication, and conflict management are 
equally critical across all economic sectors, encouraging employers to invest in the development of these 
competencies regardless of their industry. Contrary to the assumption that HR managers prioritize empa-
thy, communication, and conflict management more than top executives do, the research found no signifi-
cant differences in their perspectives.

Keywords: Social competencies, career advancement, long-term employability, employees, employers
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1.	 Introduction

In today’s evolving business environment, compe-
tency management systems have become integral 
to human resource management, shaping organiza-
tional strategies and operations (Ivaldi et al., 2022). 
Social competencies, rooted in diverse disciplines 
including psychology, sociology, education, and 
management, are essential for understanding hu-
man interactions and behaviors (Wang et al., 2022; 
Bargsted et al., 2021). Psychology explores interper-
sonal dynamics and individual behavior, sociology 
analyzes social structures and norms, and educa-
tion focuses on fostering social skills and emotional 
intelligence in students. In business, social compe-
tencies are critical to effective leadership, commu-
nication, and conflict resolution, pivotal in achiev-
ing organizational goals and fostering a productive 
workplace (Herrera Granda et al., 2023). The study 
focuses on several key social competencies:

1. �Empathy: Initially conceptualized by Lipps 
and Titchener, empathy is defined today as 
a multidimensional construct requiring the 
ability to perceive, understand, and share the 
emotional states of others (Hirn, 2018).

2. �Communication skills: Vital for organi-
zational success, communication skills are 
essential behavioral abilities that include 
comforting, conflict management, persua-
sion, conversational skills, storytelling, regu-
latory skills, and referencing skills (Ivaldi et 
al., 2022)

3. �Conflict management: Social conflict is in-
evitable and can have positive or negative 
consequences depending on how it is man-
aged (Figueiredo et al., 2023).

The research highlights the increasing importance 
of social competencies in business, especially re-
garding employee career advancement. It aims to 
clarify the significance of specific socially compe-
tent behaviors, their relevance across industries, 
and how they are perceived by HR managers and 
executives. This study addresses a timely issue in to-
day’s business environment, examining how social 
competencies influence career opportunities. As 
organizations prioritize soft skills like communica-
tion and conflict resolution, this research offers a 
fresh perspective by linking these behaviors directly 
to workplace outcomes. It suggests that recogniz-
ing and developing socially competent behaviors 

can enhance employee development and retention 
strategies. Policymakers are encouraged to inte-
grate social competency training into educational 
curricula and workforce initiatives to foster a more 
adaptable workforce.

2.	 Theoretical background

2.1 On social competencies

Interpersonal interactions play a crucial role both 
professionally and personally, influencing meaning-
ful experiences across various aspects of life, from 
family and work to leisure activities (Selimović et 
al., 2018). Socially competent individuals exhibit 
behaviors such as socially responsible conduct, 
interpersonal skills, empathy, assertiveness, and 
cultural cooperation, among others (Maras, 2023). 
Gargie et al. (1981) define social competencies as 
goal-directed behaviors that individuals can learn 
and control. These competencies are essential for 
navigating social dynamics effectively in diverse 
contexts.

Social competencies are highly prized by employers 
for several compelling reasons. Strong communica-
tion skills are essential for effective collaboration 
with colleagues, clients, and partners, facilitating 
information flow and relationship-building, both 
internally and externally (Figueiredo et al., 2023). 
Empathetic employees who listen well and adapt 
to diverse team dynamics foster a productive work 
environment conducive to collaboration and mu-
tual support (Galleli & Hourneaux Junior, 2021). 
In navigating the complexities of the business en-
vironment, adept conflict resolution skills are cru-
cial; individuals who can understand other people’s 
perspectives, show empathy, and negotiate win-win 
solutions contribute significantly to maintaining 
harmony and productivity (Collie, 2021). Espe-
cially in client-centric industries, such as services, 
employees with refined social competencies can 
cultivate trust and loyalty by communicating effec-
tively, demonstrating empathy, and adapting to cli-
ent needs (Collie, 2021). Leadership effectiveness is 
also amplified by social competencies; leaders who 
possess these skills are better equipped to motivate 
and inspire their teams, understand their needs, and 
foster a positive work culture that enhances overall 
company performance (Konrad et al., 2021). Ulti-
mately, employers recognize that employees with 
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developed social competencies contribute to en-
hanced teamwork, client satisfaction, conflict reso-
lution, and a positive organizational atmosphere, all 
of which are integral to achieving business success. 
Therefore, these competencies are often pivotal in 
recruitment and employee advancement decisions 
(Samat et al., 2020).

Social competencies are crucial for ensuring em-
ployees’ long-term employability, encompassing 
their ability to maintain jobs, enhance career skills, 
and navigate market changes effectively (Fadhila & 
Sulistiyani, 2022). This involves continuous learn-
ing, adapting to technological advancements, and 
fostering career flexibility. Employees with strong 
social competencies demonstrate greater adaptabil-
ity to diverse workplace dynamics, quickly adjust-
ing to new challenges and team structures, thereby 
boosting their competitiveness (Fadhila & Sulisti-
yani, 2022). Additionally, they excel in building pro-
fessional networks that open doors to business op-
portunities, mentorship, and career advancement 
(Nserko, 2020). By cultivating positive relationships 
with colleagues, superiors, and clients, socially 
skilled employees foster a productive work environ-
ment and contribute to organizational success, re-
inforcing their long-term employability (Mezhoudi 
et al., 2023). Their ability to collaborate effectively 
within teams enhances productivity and supports 
continuous career growth in dynamic business 
environments (Potts, 2022). Ultimately, developed 
social competencies empower employees not only 
to thrive amidst workplace changes but also to stay 
competitive and achieve enduring employability in 
today’s dynamic job market.

There is extensive research highlighting the im-
portance of social competencies for achieving suc-
cess in life. A joint Harvard and Stanford study 
emphasizes the importance of emotional intel-
ligence and its factors, placing it ahead of logical 
intelligence (Arghode et al., 2023). Goleman (1998) 
concludes that emotional intelligence is even twice 
as important as logical intelligence for achieving 
success. Morehouse (2007) underscores a strong 
connection between emotional intelligence, excel-
lent results, and a positive organizational climate. 
McGee (2010) demonstrates in his research that a 
pleasant style of managing interpersonal relation-
ships is associated with long-term employability. 

The National Research Council (2011) proves that 
employers focus more on soft skills than on techni-
cal competencies. Hogan et al. (2013) later confirm 
the same. Van Laar et al. (2017) explore key compe-
tencies of the 21st century and conclude that they 
are precisely a combination of technical and social 
competencies.

2.2 Assessing social competencies

Some researchers equate social competency with 
social skills, leading to varied research methods and 
constructs for identical variables. Scholars explor-
ing social competencies within social intelligence 
distinguish them from numerical intelligence (IQ), 
prompting the development of specialized meas-
urement techniques (Matthews et al., 2004). IQ, a 
numerical indicator of cognitive capacity, assesses 
abilities like verbal comprehension and logical rea-
soning (Scoupe et al., 2023). However, IQ does not 
cover all aspects of intelligence such as creativity or 
emotional and practical skills. This gap has neces-
sitated the introduction of tests tailored to assess 
social intelligence, complementing traditional IQ 
assessments (Scoupe et al., 2023).

The George Washington Social Intelligence Test, 
developed by Moss et al. (1955), is a prominent tool 
for assessing social competencies. It includes sub-
tests like judgment in social scenarios, discerning 
mental states, and humor appreciation, showing a 
reliability coefficient of approximately 0.85, albeit 
with varying validity outcomes (Brdar & Smojver-
Ažić, 1992).

The Six-Factor Social Intelligence Test, introduced 
by O’Sullivan and Guilford (1966), evaluates social 
intelligence through subtests such as drawing pre-
diction and expression grouping, condensing over 
time to maintain reliability and validity (O’Sullivan 
et al., 1966).

Despite potential biases, assessments and self-
assessments play crucial roles in appraising social 
behavior and emotional intelligence (Goldenthal, 
1985).

Role-playing methods in social competency as-
sessment, categorized into multiple-response and 
single-response scenarios, highlight challenges in 
replicating real-life interactions (Becker & Heim-
berg, 1988).

The Social Skills Test for Children (SST-C), with 
scenes categorized into assistance, praise, and as-
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sertiveness, demonstrates satisfactory criterion va-
lidity (Williamson et al., 1983).

The Simulated Social Interaction Test, validated 
for reliability and validity, offers insights into so-
cial competencies across contexts (Campbell et al., 
2010, as cited in Curran, 1982).

Overall, these methodologies have enriched the au-
thor’s research by offering various tools to explore 
and measure social competencies across different 
contexts and populations, enhancing the depth and 
breadth of the author’s investigations.

3.	 Materials and methods

3.1 Data

The research focuses on employers’ perceptions in 
the Republic of Croatia regarding the importance 
of employees’ socially competent behavior for ca-
reer advancement and long-term employability. 
Specifically, the questions described empathetic 
behaviors of employees, behaviors indicating pos-
session of communication skills, and behaviors 
demonstrating adept conflict management. Using 

a Likert scale, respondents expressed the extent to 
which the aforementioned behaviors are important 
for advancement and long-term employability in 
their organization. Notably, the survey respondents 
consisted exclusively of human resource managers 
and top-level management personnel. The study 
involved 113 organizations from various econom-
ic sectors. The questionnaire was distributed via 
Google forms. The data collected from the study 
were processed using SPSS and Microsoft Excel 
software. In the analysis of primary data, statistical 
tests such as t-tests for dependent and independ-
ent samples, ANOVA and Cronbach’s alpha were 
utilized. The survey is based on the self-assessment 
method.

3.2 Methodology

3.2.1 Assessing questionnaire reliability

The reliability of a questionnaire measuring desir-
able social behaviors of employees for the purpose 
of achieving career advancement and long-term 
employability for employers was further examined. 
The questionnaire consists of two different meas-
urement scales.

Table 1 Assessment of the reliability of a questionnaire measuring desirable social behaviors of em-
ployees for the purpose of achieving career advancement and long-term employability

Categories N Cronbach’s alpha

Behaviors demonstrating social competency_Career advancement 30 0.94

Behaviors demonstrating social competency_Long-term employability 30 0.95

Source: Research results

It is evident that the survey questionnaire assessing 
desirable employee social behaviors according to 
employers, for the purpose of career advancement 
and long-term employability, demonstrates a very 
high degree of reliability, thus confirming its valid-
ity as a measurement tool for social competencies. 
As a measure of reliability, Cronbach’s alpha coeffi-
cient stands at 0.94 and 0.95. The closer Cronbach’s 
alpha is to 1, the higher the reliability.

3.3 Hypothesis of the study

H1: Employers posit that behaviors reflecting em-
pathy hold lesser significance for career progression 
and sustained employability compared to employee 

behaviors demonstrating adept conflict resolution 
and effective communication. 

The terms “career progression” and “sustained em-
ployability” were chosen as variables because social 
competencies significantly influence their achieve-
ment, in contrast to logical intelligence, which is 
associated with the concept of employment itself 
(Hogan et al., 2013).

This proposition stems from the emphasis placed 
by employers on social competencies, notably un-
derscoring the value of communication proficiency 
and conflict resolution skills. Consequently, it is 
hypothesized that empathy, as a social competency 
within the business domain, carries diminished im-
portance (Ivaldi et al., 2022).
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Table 2 Intercomparison of the perceived importance of socially competent employee behaviors (empa-
thy, communication skills, conflict management) among employers

Comparison Social behaviors of employees N Mean Standard 
deviation  t-value df p - value

1
Empathy_ career advancement 113 3.72 0.71

-1.86 112 0.06
Communication skills _ career 
advancement 113 3.81 0.63

2
Empathy_ career advancement 113 3.72 0.71

-0.33 112 0.73Conflict management _career 
advancement 113 3.74 0.70

3

Communication skills _ career 
advancement 113 3.81 0.63

1.53 112 0.12
Conflict management _career 
advancement 113 3.74 0.70

4
Empathy_ long-term employability 113 3.55 0.76

-2.11 112 0.03Communication skills _long-term_
employability 113 3.66 0.70

5
Empathy_ long-term employability 113 3.55 0.76

-0.97 112 0.33Conflict management _long term_ 
employability 113 3.61 0.70

6

Communication skills _long-term_
employability 113 3.66 0.70

1.09 112 0.27
Conflict management _long term_ 
employability 113 3.61 0.70

Source: Author’s own elaboration

Table 2 indicates that in the first comparison, there 
is no statistically significant difference in responses 
(p > 0.05) regarding the assessment of the impor-
tance of employee behaviors indicating empathy 
and those indicating possession of communication 
skills, for the purpose of career advancement ac-
cording to employers’ perceptions.

In the second comparison, there is no statistically 
significant difference in responses (p > 0.05) regard-
ing the assessment of the importance of employee 
behaviors indicating empathy and those indicating 
effective conflict management, for the purpose of 
career advancement according to employers’ per-
ceptions.

In the third comparison, there is no statistically sig-
nificant difference in responses (p > 0.05) regarding 
the assessment of employee behaviors indicating 
effective conflict management and those indicating 
possession of communication skills, for the pur-

pose of career advancement according to employ-
ers’ perceptions.

In the fourth comparison, there is a statistically sig-
nificant difference (p < 0.05) in responses regard-
ing the assessment of the importance of employee 
behaviors indicating empathy and those indicating 
possession of communication skills, for the purpose 
of long-term employability according to employers’ 
perceptions.

In the fifth comparison, there is no statistically sig-
nificant difference in responses (p > 0.05) regard-
ing the assessment of the importance of employee 
behaviors indicating empathy and those indicating 
effective conflict management, for the purpose of 
long-term employability according to employers’ 
perceptions.

In the sixth comparison, there is no statistically sig-
nificant difference in responses (p > 0.05) regarding 



Skledar Ćorluka, A. :The significance of socially adept behavior for advancing careers  and ensuring long-term employability within 
organizations

256 Vol. 37, No. 2 (2024), pp. 251-261

the assessment of employee behaviors indicating 
effective conflict management and those indicating 
possession of communication skills, for the purpose 
of long-term employability according to employers’ 
perceptions.

H2: Behaviors denoting an employee’s empathy, 
skilled communication, and conflict management 
proficiency hold equal significance across all eco-
nomic sectors for both career progression and 
long-term employability.

The presumption is grounded in the unanimous 
consensus among employers regarding the para-
mount importance of social competencies across all 
sectors of industry, spanning from service-oriented 
to manufacturing enterprises. It is believed that 
organizations can enhance operational efficiency 
through the contributions of employees skilled in 
effective communication, conflict resolution, and 
empathy.

Table 3 Display of the significance of socially competent employee behaviors (empathy, communication 
skills, conflict management) across various economic sectors

Social behaviors of 
employees Economic sector N Mean Standard 

deviation  F-value p-value

Empathy_ career ad-
vancement

primary 3 3.40 1.11 2.68 0.05

secondary 27 3.75 0.65
tertiary 60 3.86 0.61

quaternary 23 3.39 0.91
Empathy_ long-term em-

ployability
primary 3 3.23 1.27 1.55 0.20

secondary 27 3.48 0.78
tertiary 60 3.69 0.64

quaternary 23 3.34 0.95
Communication skills _ 

career advancement
primary 3 3.23 0.75 1.80 0.15

secondary 27 3.77 0.65
tertiary 60 3.92 0.51

quaternary 23 3.68 0.84
Communication skills 
_long-term_employ-

ability

primary 3 3.30 0.70 1.34 0.26
secondary 27 3.58 0.77

tertiary 60 3.78 0.61
quaternary 23 3.51 0.83

Conflict management 
_career advancement

primary 3 3.07 0.42 1.38 0.25
secondary 27 3.87 0.61

tertiary 60 3.76 0.66
quaternary 23 3.65 0.89

Conflict management 
_long term_ employ-

ability

primary 3 2.93 0.64 1.06 0.36
secondary 27 3.63 0.71

tertiary 60 3.66 0.63
quaternary 23 3.57 0.88

Source: Author’s own elaboration

Table 3 provides a comparative analysis of self-
assessed social competencies required in various 
economic sectors, delineated into empathy, com-
munication skills, and conflict management. Upon 
scrutiny of each competency individually, it be-
comes apparent that there are no statistically sig-
nificant disparities among responses (p > 0.05). This 

suggests the absence of a correlation between eco-
nomic sectors and sought-after employee behaviors 
(their social competencies) conducive to career 
progression and sustained employability.

H3: Human Resources managers maintain that be-
haviors reflecting high empathy among employees, 
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effective communication, and conflict manage-
ment are more significant for career progression 
and long-term employability than perceived by top 
management.

This proposition derives from the fact that Human 
Resources managers primarily interface with em-
ployees within the organization, evaluating their 
competencies, steering them through career de-
velopment, facilitating additional training, mentor-

ship, etc. As a result, there is an evident disparity 
in the recognition of social competencies between 
Human Resources managers and top management 
within organizations. Human Resources manag-
ers demonstrate a nuanced appreciation of the role 
of these competencies in fostering a positive work 
environment and nurturing organizational culture. 
In contrast, top management tends to prioritize 
technical expertise and final outcomes to a greater 
extent.

Table 4 Assessment of the significance of socially competent employee behaviors (empathy, commu-
nication skills, conflict management) from the perspectives of human resources managers and top 
management

Social behaviors of 
employees Respondents N Mean Standard 

deviation  t-value p-value

Empathy_ career ad-
vancement

Head of HR 56 3.78 0.69 0.75 0.45

Top management 57 3.68 0.74
Empathy_ long-term 
employability

Head of HR 56 3.56 0.71 0.07 0.95

Top management 57 3.55 0.82
Communication skills _ 
career advancement

Head of HR 56 3.93 0.55 1.80 0.08

Top management 57 3.71 0.69

Communication skills _
long-term_employability

Head of HR 56 3.65  -0.29 0.78
Top management 57 3.68 0.75

Conflict management 
_career advancement

Head of HR 56 3.86 0.69 1.65 0.10

Top management 57 3.64 0.71

Conflict management 
_long term_ employ-
ability

Head of HR 56 3.63 0.68 0.28 0.78
Top management 57 3.60 0.74

Source: Author’s own elaboration

Table 4 shows that based on self-assessment, there 
are no statistically significant differences in re-
sponses between Human Resources managers and 
top management. Both groups believe that em-
ployee behaviors indicating empathy, high commu-
nication skills, and effective conflict management 
are equally important for career advancement and 
long-term employability (p > 0.05). 

3.4 Results

The first hypothesis, H1: Employers posit that be-
haviors reflecting empathy hold lesser significance 
for career progression and sustained employabil-
ity compared to employee behaviors demonstrating 
adept conflict resolution and effective communica-

tion, is rejected. Namely, based on the presented 
results and intercomparisons of competencies, it is 
evident that there is a statistically significant differ-
ence only in the comparison of empathy and com-
munication skills for long-term employability. The 
comparison of empathy and communication skills 
for career advancement did not show a statistically 
significant difference in responses. Additionally, the 
comparison of empathy with conflict management 
competency did not show a significant difference 
in responses in the context of either long-term em-
ployability or career progression.

The second hypothesis, H2: Behaviors denoting 
an employee’s empathy, skilled communication, 
and conflict management proficiency hold equal 
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significance across all economic sectors for both 
career progression and long-term employability, is 
accepted. Based on the presented results, there are 
no statistically significant differences in responses 
between employers from different economic sec-
tors; hence it is concluded that the mentioned so-
cial competencies are equally important in all eco-
nomic sectors.

The third hypothesis, H3: Human Resources man-
agers maintain that behaviors reflecting high empa-
thy among employees, effective communication, and 
conflict management are more pivotal for career pro-
gression and long-term employability than perceived 
by top management, is rejected. Based on the pre-
sented results, there are no statistically significant 
differences in responses between Human Resources 
managers and top management, thus it is concluded 
that Human Resources managers and top manage-
ment have similar views regarding the importance 
of behaviors indicating social competency for career 
advancement and long-term employability.

3.5	 Managerial implications and limitations of the study

Employers acknowledge the significance of empa-
thetic conduct in advancing careers and ensuring 
sustained employability. They view empathetic be-
havior as equally important as behaviors that dem-
onstrate communication skills and conflict man-
agement. This underscores the need for continuous 
promotion and cultivation of empathy among em-
ployees to bolster their prospects for long-term em-
ployability. It is paramount to underscore that em-
pathy, communication, and conflict management 
hold equal importance across diverse economic 
sectors for career progression and sustained em-
ployability. This underscores the imperative for em-
ployers to invest in fostering these social competen-
cies within their organizations, irrespective of their 
industry. While it was hypothesized that Human 
Resources managers attribute greater weight to em-
pathy, communication, and conflict management 
compared to top management, research findings 
reveal no notable disparity in their perspectives. It 
is inferred that top management, despite their pri-
mary focus on non-human resources management 
functions, recognizes that social competencies are 
as indispensable as technical skills for long-term 
employability. Consequently, it is advisable for or-
ganizations to ensure the promotion of these com-
petencies across all management echelons to opti-

mize employee career advancement and long-term 
employability outcomes.

The study may have been limited by the size and 
diversity of the sample (especially in the context of 
economic sectors). Future research could benefit 
from a larger and more diverse sample to ensure 
greater generalizability of the findings across dif-
ferent industries and organizational contexts. Re-
search design and methodology used in this study 
may have certain limitations. Future studies could 
employ longitudinal designs or experimental ap-
proaches to establish causal relationships between 
variables of interest. As a limitation of the study, 
it is also possible to mention the use of paramet-
ric tests instead of non-parametric tests. The study 
relies on perceptual measures of the importance of 
certain behaviors for career advancement and long-
term employability. Future research could incorpo-
rate objective measures or performance evaluations 
to provide a more comprehensive understanding of 
the impact of these behaviors on career outcomes. 
The study does not fully explore the influence of 
contextual factors such as organizational culture, 
industry norms, or leadership styles on the per-
ceived importance of social competencies. Future 
research could investigate how these contextual 
factors may moderate or mediate the relationship 
between these behaviors and career outcomes. 

4.	 Conclusion

Throughout one’s lifetime, individuals are inter-
connected with others, both during working hours 
and leisure time. Social skills stand out among the 
key competencies currently in demand in the job 
market, characterized by swift job turnover and 
the concurrent necessity for adaptability. This pa-
per underscores the exceptional significance of 
social competencies in today’s business world and 
beyond. Crucial to the success of both individuals 
and organizations, social competencies encom-
pass communication, empathy, conflict resolu-
tion, and team leadership. Employers increasingly 
appreciate employees with well-developed social 
skills, recognizing their pivotal role in creating a 
productive work environment, cultivating quality 
client relationships, and attaining business objec-
tives. Additionally, social competencies play a vital 
role in the long-term employability of individuals, 
contributing to their adaptability, offering oppor-
tunities for career development, and fostering the 
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establishment of professional networks. Various 
methods for measuring social competencies enable 
the assessment and comprehension of these essen-
tial skills, thereby contributing to improved human 
resource development and management within or-
ganizations. Ultimately, understanding and apply-
ing social competencies are pivotal for successful 
business operations and the realization of personal 
and professional success in the dynamic contempo-
rary business environment.

Previous research tends to focus more on the per-
ception of the importance of social competen-
cies alone and does not necessarily relate them 
to achieving career advancement and long-term 
employability. The focus of this research is on the 
importance of socially competent behaviors for 
career advancement and long-term employability. 
Employees are given the opportunity to identify be-
haviors preferred by employers to ensure long-term 
employability, thereby enhancing their competen-
cies.

The conclusion of this research highlights several 
noteworthy findings. Primarily, it illustrates that 
employers value empathetic behavior as a cru-
cial social competency for career progression and 
long-term employability of employees, ranking it 
alongside communication skills and conflict man-

agement skills. This underscores the imperative to 
actively promote and cultivate the development 
of these competencies within organizations to en-
hance the long-term prospects of employees. Fur-
thermore, the research suggests that empathy, com-
munication, and conflict management are equally 
vital across all economic sectors for career progres-
sion and long-term employability, prompting em-
ployers to invest in the development of these social 
competencies irrespective of their industry. Despite 
the assumption that Human Resources managers 
assign greater importance to empathy, communi-
cation, and conflict management compared to top 
management, the research indicates no significant 
difference in their perspectives. For future research 
endeavors, it is recommended to employ larger and 
more diverse samples, introduce objective meas-
ures or success assessments, and explore the influ-
ence of contextual factors on the perception of the 
importance of social competencies.
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Abstract

Purpose: The research aims to assess the SEO status of electronics e-commerce websites in Bosnia and 
Herzegovina and analyze the impact of certain SEO factors on website traffic and company revenue.

Methodology: Empirical research was conducted on 47 out of 50 identified e-commerce websites that sell 
consumer electronics in Bosnia and Herzegovina. Descriptive statistical analysis was used to determine 
the share and structure of organic search visits, the current state of SEO factors, and their impact on user 
experience and visitor behavior. Path analysis was used to identify and quantify the relationship between 
SEO factors and website traffic as well as between website traffic and company revenue.

Results: Organic search visits represent 23.6% of traffic, with branded visits comprising 48.9%. Mobile 
optimization needs attention, with 6.4% lacking mobile-friendly design and 75.4% exhibiting poor mobile 
performance. Desktop performance scores are generally low, with only 12.8% rated as good. An average 
number of pages per visit is 2.67, and the average bounce rate is 61.4%. The authority score, which measures 
the quantity and quality of backlinks, has a strong positive impact on the number of keywords. In turn, the 
number of keywords has a strong positive impact on the number of visits. Finally, visits have a strong posi-
tive impact on the revenue of e-commerce websites.

Conclusion: Path analysis determined the link between SEO factors, traffic, and revenue. Recommenda-
tions of the most critical tactics for attracting web visitors and improving user experience and retention 
through SEO optimization are given.

Keywords: SEO, search engine optimization, e-commerce, website traffic
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1.	 Introduction

Business success of an online retailer largely de-
pends on the number of visitors to the e-commerce 
website and the conversion rate. There are sev-

eral possible sources of website visits: direct vis-
its achieved by entering a known web address in 
a web browser, visits from online advertisements, 
visits through referral links (links on other web-

https://doi.org/10.51680/ev.37.2.5
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sites, social networks, or e-mail messages), and 
visits from search engines known as organic traffic 
(Mahmutović, 2021). 

Organic traffic denotes the flow of visitors who use 
search engines to locate desired information at no 
cost (Roumeliotis et al., 2022). Following a key-
word search, search engine results display a list of 
websites relevant to the searched terms (Luh et al., 
2016), ranking them based on various factors, such 
as content relevance, the number and rank of in-
coming links and the link structure (Tomasi & Li, 
2015). Out of 100 searches conducted for a specific 
keyword, 88 users clicked on one of the first ten 
results (Sgueo, 2023). A website will receive more 
visitors from a search engine (organic search) when 
websites rank higher on the search engine results 
page (SERP), and these visitors can then be convert-
ed into customers (Ortiz-Cordova & Jansen, 2012). 
Achieving a high organic search ranking is typically 
tricky since it cannot be bought (Matošević et al., 
2021). Websites aiming for top positions must meet 
specific criteria, termed ranking factors, outlined 
in guidelines periodically issued by search engine 
companies (Google, 2023e). While these factors 
are publicly announced, the exact impact on search 
rankings remains undisclosed as search engines 
keep their algorithms and ranking criteria confi-
dential (Iqbal et al., 2022).

According to BrightEdge’s 2019 report, organic 
search is the channel that brings the most traffic to 
websites, on average, organic search accounts for 
53.3% of traffic across all industries and 41% in retail 
and e-commerce (BrightEdge, 2019). The same re-
port states that, in terms of revenue, organic search 
is the largest channel, accounting for 44.6% across 
all industries and 36.4% in retail and e-commerce. 
However, according to SemRush’s (2023a) report, 
the last three years have seen a decrease in organic 
traffic to e-commerce sites worldwide. For example, 
Amazon lost 37.5% of organic visits in 2021 com-
pared to 2020. The same report states that in 2022, 
organic search visits were the second most signifi-
cant source of visits to e-commerce websites, with 
a share of 27.6% of visits in Europe and 12.7% in 
the U.S, while direct visits make up more than 85% 
of all U.S. e-commerce traffic, compared to 55.9% 
in Europe. Considering the primary sources of vis-
its, building brand awareness (for direct visits), and 
optimizing websites for better positions on search 
engines (Search Engine Optimization - SEO) have 
become the most critical marketing tools for at-

tracting visitors to online stores. This paper aims to 
investigate the SEO factors that affect higher rank-
ings of e-commerce websites in search engines and 
how they impact the number of visits and revenue 
for online retailers.

2.	 Literature review

2.1	 What is Search Engine Optimization (SEO) and 
why is it important?

While strengthening brand awareness through 
long-term investments in promotion, especially 
advertising and public relations, can increase the 
number of direct visits to the website, search en-
gine optimization (SEO) can achieve more visits 
from search engines. 

SEO optimizes web pages and edits website content 
and code to improve its visibility and ranking in 
the organic (non-paid) search results within one or 
more search engines (Li et al., 2014; Killoran, 2013).

Successful SEO should push a web page to the 
top of search results for the requested keyword or 
phrase. Being at the top of search results is essential 
because visitors mostly visit only the first links on 
search results pages. Research conducted by Sis-
trix, which analyzed over 80 million keywords and 
billions of search results, showed that out of 100 
searches conducted, 88 users click on one of the 
first 10 results, 70 of them click on one of the first 
five results, and 55 users click on one of the first 
three results (Sgueo, 2023). 

SEO includes on-page and off-page optimization 
(Chotikitpat et al., 2015). On-page optimization 
focuses on content optimization according to key-
words, content and URL structure optimization, 
image optimization, internal and outgoing links 
(outbound links) optimization and technical web-
site optimization to ensure the validity of the code, 
high loading speeds and adaptability for different 
screen size devices (Chotikitpat et al., 2015; Hui et 
al., 2012; Viney, 2008; Fuxue et al., 2011; Iqbal et 
al., 2022). This process should help search engines 
understand and present content (Google, 2023b) 
to users. Google claims that its algorithms look at 
many factors and signals, including the words of 
query, relevance, and usability of pages, the exper-
tise of sources, and user location and settings, and 
when all things are relatively equal, page experience 
(mobile friendliness and page loading speed) will 
be the deciding factor for ranking (Google, 2023d). 
Mobile friendliness is ensured with responsive 
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design. Responsive design ensures dynamic adap-
tation of the contents to the display size, thus en-
suring a good viewing experience regardless of the 
web access device (Almeida & Monteiro, 2017). The 
loading speed of websites reflects website perfor-
mance and significantly influences user experience 
and satisfaction (Bartuskova & Krejcar, 2015). Out-
bound links refer to links originating from websites 
and directing users to external sources. Related 
outgoing links provide helpful information to the 
visitors, and a quantity of unique outbound links 
improves a website’s ranking (Nath & Ahuja, 2014; 
Iqbal et al., 2022). 

Off-site optimization relates to the practices 
through which the website and its contents are 
propagated over the Internet to increase its traf-
fic, which enhances a website’s ranking (Khan & 
Mahmood, 2018). It includes link building and 
website submission to search engines and link di-
rectories (Mahmutović, 2021). Link building aims 
to ensure that as many other sites as possible link 
to the e-commerce website, thus showing the web 
search engines that the website is authoritative and 
relevant for the targeted keywords. If other promi-
nent websites link or refer to web page content, 
the search engine will prioritize that page, rating it 
positively for expertise, authoritativeness and trust-
worthiness (Google, 2023d). Essential factors for 
link building are backlink quality (the total number 
of backlinks, the number of referring domains, and 
the quality of the web page where the link is placed), 
anchor text used and social media activity (Alfiana 
et al., 2023). Utilization of on-site optimization is 
known as the content SEO strategy, while off-site 
optimization is known as link building and social 
sharing strategies (Zhang & Cabbage, 2017).

SEO requires significantly lower investment than ad-
vertising, so it is no surprise that in recent years, it 
has become one of the favorite techniques of digital 
marketers to secure free traffic. The estimated value 
of the SEO services market increased from USD 
62.75 billion in 2022 to USD 74.76 billion, with an ex-
pected growth of USD 146 billion by 2027 at a CAGR 
of 18.4% (The Business Research Company, 2023).

For a company to have insight into search engine 
optimization of its website and the amount of traffic 
it achieves through organic search, it is necessary 
to use digital analytics. Digital analytics includes 
collecting, measuring, analyzing, visualizing, and 
interpreting digital data that illustrate user behav-
ior on websites and mobile applications. It includes 

web, social media, SEO, and user experience ana-
lytics (Mahmutović, 2021). While web analytics is 
focused on collecting and processing data related 
to website performance, SEO analytics is focused 
on tracking the signals that dictate a website’s posi-
tion on search engine results pages. These signals 
include the number of incoming links and their 
quality (backlinks), keywords, website indexing er-
rors, broken links, and user experience measured 
through website performance and loading speed 
(Mahmutović, 2021).

According to StatCounter (2023), Google domi-
nates the search engine market today, with a 91.85% 
market share. It is followed by Bing (3.02%), Yandex 
(1.49%), Yahoo (1.17%), Baidu (1.06%), and Duck-
DuckGo (0.54%). As the largest and most important 
player on the market, Google uses automated rank-
ing systems that look at many factors and signals 
about hundreds of billions of web pages and other 
content in its search index to present the most rel-
evant and valuable results. Over time, the company 
has developed several AI systems that help Google 
rank results more effectively in its index to:

•• understand representations of concepts in 
queries and pages and match them to one an-
other (Neural Matching);

•• show original content prominently in search 
results, including original reporting, ahead of 
sources that merely cite it (Original Content 
Systems);

•• show only the most relevant results to avoid 
unhelpful duplication (Deduplication Sys-
tems);

•• understand how combinations of words ex-
press different meanings and intent (Bidirec-
tional Encoder Representations from Trans-
formers);

•• show fresher content for queries where it is 
expected (Freshness System);

•• ensure that users see original, helpful con-
tent written by people for people in search 
results, rather than content made primarily 
to gain search engine traffic (Helpful Content 
System);

•• understand how pages link to each other as a 
way to determine what pages are about and 
which might be most helpful in response to a 
query (Link Analysis System and PageRank);
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•• understand how words are related to con-
cepts (RankBrain);

•• better reward high quality reviews, i.e., con-
tent that provides insightful analysis and 
original research (Reviews System);

•• deal with content and behaviors that violate 
Google spam policies (Spam Detection sys-
tems) (Google, 2023c).

Although the importance and impact of specific 
signals on the ranking of websites in the Google in-
dex is a business secret, through its documentation, 
Google (2023b) indicates significant SEO factors 
and provides recommendations for content opti-
mization and technical optimization. Google espe-
cially emphasizes the importance of creating com-
pelling and valuable content, the use of unique and 
informative meta tags and structured data markup 
that describe the content of a website to the search 
engine, optimization of the website structure and 
navigation elements, image optimization, and con-
tent optimization for mobile devices.

2.2	 The influence of SEO factors on SERP positions 
and traffic

Most researchers and practitioners have concluded 
that the vital SEO techniques for improving SERP 
positions are improving keyword prominence, i.e., 
by increasing keyword visibility on websites (Mwo-
sa Kivuti, 2018; Krrabaj et al., 2017), and improving 
the page rank through the quality and quantity of 
backlinks (Su et al., 2014; O’Neill & Curran, 2011; 
Giomelakis & Veglis, 2015; Tomasi & Li, 2015; Sey-
fabad & Fard, 2019; Krrabaj et al., 2017). O’Neill 
and Curran (2011) stated that SEO has many fac-
tors that affect website ranking performance within 
search engines, such as meta tags, content, link 
popularity, click popularity, and longevity, which 
determine a site’s ranking. The authors especially 
emphasized the importance of keywords, relation-
ships, and communication with other websites 
(backlinks and outbound links). Similarly, Su et 
al. (2014) revealed that the quality and quantity of 
backlinks (page rank1) are the dominant SEO fac-
tor. Ziakis et al. (2019), Zilincan (2015), and Tsuei 
et al. (2020) determined the positive impact of the 
appearance of keywords and key phrases in the 

1	 PageRank works by analyzing the links between web pages. It assigns a numerical weight to each page, representing its importance on the 
web. The underlying idea is that a page is considered more valuable if it is linked by other pages, especially if those pages are important. It 
was developed by Larry Page and Sergey Brin, the founders of Google, as an algorithm used by Google Search to rank web pages in their 
search engine results.

hostname, main page headings, image descrip-
tions, the path segment of the URL, main content 
and page meta tags, on the SEO results. By test-
ing the existence and strength of the correlation 
between individual SEO factors and the website’s 
rank, Ziakis et al. (2019) found that an additional 
factor for SEO success is domain age. Domain age 
can significantly impact its ranking by enhancing 
trust and credibility among website users, whereby 
domains registered for two years or more are per-
ceived as more reliable than newer domains (She-
noy & Prabhu, 2016). The opposite conclusion was 
reached by Chakrabortty & Jose (2018), analyzing 
the relationship between domain age and website 
traffic, where they determined that the correlation 
between domain age and monthly page views is in-
significant, i.e., that domain age has no significant 
role in generating page views. Krrabaj et al. (2017) 
confirmed the importance of link building and key-
word optimization and emphasized the importance 
of content currency. 

The influence of page experience on SEO results 
through mobile-friendly responsive design and 
page loading speed has been confirmed by Gao et 
al. (2017), Bartuskova and Krejcar (2015), Mustafa 
et al. (2015) and Egri and Bayrak (2014). Contrary 
to those studies, Ziakis et al. (2019), Marszałkowski 
et al. (2014), and Roumeliotis et al. (2022) found out 
that the website loading time does not affect the 
ranking of a website. However, Marszałkowski et al. 
(2014) found that crawl time measured by Google’s 
indexing robot plays a role in the Google algorithm, 
although its impact is not big.

Some studies claim that outbound links can signifi-
cantly influence website authority. Specifically, link-
ing to relevant and authoritative websites positively 
impacts ranking in search engine results pages 
(Iqbal et al., 2022; Nath & Ahuja, 2014). While SEO 
optimization literature suggests that offering valu-
able information via outbound links enhances trust 
and credibility on a website (Shenoy & Prabhu, 
2016), empirical research validating the extent of 
this association is still ongoing and remains chal-
lenging to determine.

Previous research has confirmed a positive impact 
of SEO on website traffic, visit duration and user 
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engagement (Giomelakis & Veglis, 2015; Baye et al., 
2016; Tomasi & Li, 2015; Roumeliotis et al., 2022). 

As visit duration and user engagement increase the 
probability of making a sale (Bhatnagar & Ghose, 
2004.; Lee et al., 2011), through this influence, SEO 
also indirectly affects conversions and sales revenue 
(Roumeliotis et al., 2022; Sinaga et al., 2024; Tomasi 
& Li, 2015). A positive impact of SEO practice is not 
only limited to increasing traffic and sales revenue 
but also on other marketing variables like market 
share, brand equity, product awareness, purchase 
persuasion, consumer insights and business growth 
(Bhandari & Bansal, 2018; Sinaga et al., 2024).

Giomelakis and Veglis (2015) investigated the ex-
tent to which SEO factors influence website traffic. 
They researched 30 media websites in Greece, and 
the results showed that the websites with the most 
visits used SEO. It was established that there is a 
significant correlation between website visits and 
various SEO factors, such as backlinks, a bounce 
rate, and link exchange practice. Baye et al. (2016) 
found that the quality and brand awareness of a site 
increase organic clicks through the better position 
of higher-quality e-commerce websites on search 
results pages. The authors realized that a firm not 
appearing on the first five search results pages re-
ceives 90% fewer clicks for a given search term. To-
masi and Li (2015) investigated the impact of SEO 
initiatives on the performance of three SMEs in 
Maryland. They found that SEO leads to an increase 

in the number of visitors to the site, an increase in 
the average time duration of users visiting the site, 
and increased user engagement. Sinaga et al. (2024) 
came to similar findings in the e-commerce indus-
try in Indonesia, establishing the positive impact of 
SEO on business growth. Roumeliotis et al. (2022) 
analyzed the applied SEO techniques (optimization 
of meta tags, titles, use of SEO-friendly URL, use 
of structured data, responsiveness) and SEO met-
rics (domain authority, organic keywords, website 
speed, and backlinks) on 243 websites of airline 
carriers and their impact on website traffic. They 
concluded that SEO techniques and metrics cor-
relate significantly with website traffic, increasing 
airline conversions and bookings. A particularly 
significant and strong relationship was established 
for backlinks and keywords. Seyfabad and Fard 
(2019) investigated how SEO metrics can affect the 
ranking of university websites. The results showed 
that metrics like backlinks, PageRank, link quality, 
the number of indexed pages, the number of refer-
ring domains and IPs, and the authority of page and 
domain significantly affect the website’s visibility. 
Therefore, the authors conclude that universities 
can improve their ranking on the Webometrics list 
with on-page optimization and off-page optimiza-
tion.

Figure 1 shows the connection between SEO fac-
tors, SEO performance indicators, and sales rev-
enue based on the literature review.

Figure 1 Connection between SEO factors, SEO performance indicators and sales revenue

Source: Author

3.	 Method

Empirical research for this paper was conducted 
on the population of e-commerce websites in Bos-

nia and Herzegovina that sell consumer electronics 
(computers and computer equipment, smartphones, 
and TV sets). A Google search using the keywords in 
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the Bosnian language, “computer sale”, “smartphone 
sale”, and “TV sets sale”, identified a total of 50 online 
shops in Bosnia and Herzegovina that sell the afore-
mentioned products. Three online shops, which 
were found to belong to large retail chains in Bosnia 
and Herzegovina, were excluded from the sample. 
The remaining 47 e-commerce websites were ana-
lyzed with several online tools to collect data on indi-
vidual SEO factors and SEO performance indicators. 

Reliable quantitative data are imperative for effec-
tively investigating and analyzing specific variables. 
That is why a significant number of researchers opt 
to employ external tools to obtain essential infor-
mation, such as metrics like unique visitor count, 
bounce rate, link volume, and domain authority, 
among others—metrics that Google itself does not 
furnish directly (Reyes-Lillo et al., 2023).

The list of analyzed SEO factors, SEO performance 
indicators and the names of the services used to 
collect data are listed in Table 1 and Table 2.

One of the analyzed SEO factors is the domain 
authority score. Domain authority is a prominent 
metric frequently utilized within professional con-
texts that has garnered considerable attention with-
in academic scholarship, as evidenced by studies 

2	 	 https://fia.ba/en

conducted by Vyas (2019), Urosa-Barreto (2020), 
Nagpal and Petersen (2021), and Ganguly (2022).

Moz, Semrush, and Ahrefs are prominent SEO ana-
lytics companies providing valuable insights into 
domain authority scores. The domain authority val-
ues supplied by Moz (Domain Authority), SemRush 
(Authority Score), and Ahrefs (Domain Rating) can 
be considered reliable (Reyes-Lillo et al., 2023). We 
decided to use the SemRush indicator (Authority 
Score), which is based on multiple factors of trust-
worthiness and authority, including the quality and 
quantity of site’s backlinks, organic search traffic, 
and indicators of manipulation or spam in the link 
profile (Reyes-Lillo et al., 2023; SemRush, 2023b). 
Varangouli (2020) explains that the authority score 
is assessed using a logarithmic scale ranging from 
0 to 100, where higher scores are associated with 
increased traffic and improved rankings. 

Data on the number of employees and income in 
2022 for every company were collected through the 
web portal of the Financial Information Agency of 
the Federation of Bosnia and Herzegovina2. Statisti-
cal data processing, descriptive statistical analysis, 
and path analysis were performed using R statistical 
software.

Table 1 SEO factors and data sources

SEO factor Description Source

Mobile and 
Desk perfor-
mance score

Performance score measures the speed and efficiency of loading 
a website. Google prioritizes websites with high speed because it 
improves user experience. The performance score is a weighted av-
erage of metric scores, and the weight of each metric is a represen-
tation of the user’s perception of performance. Metrics included in 
the calculation are First Contentful Paint (FCP), Speed Index (SI), 
Largest Contentful Paint (LCP), Time to Interactive (TTI), Total 
Blocking Time (TBT), and Cumulative Layout Shift (CLS).

Google PageSpeed 
Insights

Largest Con-
tentful Paint 
(LCP)

Measures loading performance. To provide a good user experience, 
LCP should occur within 2.5 seconds after the page first starts 
loading (Walton & Pollard, 2019).

Google PageSpeed 
Insights

First Input 
Delay (FID)

Measures interactivity. To provide a good user experience, pages 
should have an FID of 100 milliseconds or less (Walton, 2019).

Google PageSpeed 
Insights

Cumulative 
Layout Shift 
(CLS)

The user-centric metric for measuring visual stability because 
it helps quantify how often users experience unexpected layout 
shifts. To provide a good user experience, pages should maintain a 
CLS of 0.1. or less (Mihajlija & Walton, 2019).

Google PageSpeed 
Insights

https://fia.ba/en
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SEO factor Description Source

Authority 
Score

This is a metric for the overall quality of a website or webpage. The 
higher the score, the more weight domain or webpage outbound 
links to another site could have. 

SemRush

Backlinks The number of links from other websites to a specific website. SemRush

Keywords The number of keywords bringing users to an analyzed domain via 
Google’s top 100 organic search results. SemRush

Referring 
domains

The number of referring domains with at least one link points to an 
analyzed domain/URL. SemRush

Outbound 
domains The total number of domains the analyzed domain or URL points to. SemRush

Domain age Calculated domain age in days as of 25 September 2023. https://nic.ba
https://who.is/

Mobile-
friendliness 
score

A categorical variable indicating whether the website is optimized 
for mobile device use (0=No, 1=Yes).

https://search.
google.com/test/
mobile-friendly

Source: Author 

Table 2 SEO performance indicators and data sources

SEO performance 
indicator Description Source

Bounce Rate Bounce rate is the percentage of visitors that leave a website after 
viewing only one page. SemRush

Pages per visit An average number of pages visited during one visit. SemRush
Visit Duration Average duration of the visit in seconds. SemRush
Monthly visits The number of unique visits to a root domain for the last month. SemRush
Organic search 
traffic

It estimates organic traffic driven to a domain from Google search 
results. SemRush

Branded organic 
search traffic

The amount of traffic that comes to an analyzed domain from key-
words that include the domain’s brand name. SemRush

Non-branded or-
ganic search traffic

The amount of traffic that comes to an analyzed domain from non-
branded keywords. SemRush

Source: Author 

The research questions in this paper are:

1.	 What is the share of organic search visits 
to e-commerce websites that sell consumer 
electronics in Bosnia and Herzegovina, and 
what is the ratio of branded vs. non-brand-
ed organic visits?

2.	 What is the state of SEO of e-commerce 
websites that sell consumer electronics in 
Bosnia and Herzegovina?

3.	 Which SEO factors affect e-commerce web-
site traffic and sales revenues in Bosnia and 
Herzegovina, and to what extent?

4.	 Which SEO areas should e-commerce web-
sites that sell consumer electronics in Bos-
nia and Herzegovina improve to achieve 
better business results?

4.	 Results and discussion

4.1	 Sample profile

The sample consists of 47 e-commerce websites in 
Bosnia and Herzegovina that sell computers and 
computer equipment, smartphones, and TV sets. 
The following tables show the sample profile ac-
cording to the number of employees, domain age 
and annual revenue.

https://nic.ba
https://who.is/
https://search.google.com/test/mobile-friendly
https://search.google.com/test/mobile-friendly
https://search.google.com/test/mobile-friendly
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Table 3 Profile of the sample according to the number of employees

Company type Number of employees N %

Microenterprise 1-9 20 42.6

Small business 10-49 16 34.0

Medium enterprise 50-249 10 21.3

Large enterprise > 250 1 2.1
Source: Author 

Table 4 Profile of the sample according to the age of the web domain

Domain age N %

Up to 1 year 1 2.1

1 – 5 years 7 14.9

5 – 10 years 11 23.4

More than ten years 28 59.6
Source: Author 

Table 5 Profile of the sample according to revenue per employee in 2022

N 47

Mean 387,317 BAM

Median 338,426 BAM

Std. Deviation 259,974 BAM

Minimum 60,703 BAM

Maximum 1,166,157 BAM

Percentile - 25 195,489 BAM

Percentile - 50 338,426 BAM

Percentile - 75 504,053 BAM
Source: Author 

4.2	 Share and structure of organic search visits
Organic search visits to the analyzed e-commerce 
websites in Bosnia account for an average of 23.6% 
of the total number of visits, compared to the Eu-
ropean average of 27.6% for retail and e-commerce 
websites, as reported by SemRush (2023a). Out of 
47 analyzed websites, 50% have up to 17.1% share 
of organic search visits, 25% of websites achieve be-
tween 17% and 27.5% share of organic search visits, 
while 25% achieve over 27.5%.
The amount of organic search traffic from keywords 
that include the domain’s brand name (branded or-
ganic search traffic) is 45.8%, while the share of non-

branded organic search traffic is 54.2% (n=46). Out 
of 46 websites with complete data on the number 
of branded organic search visits, 25% of websites 
achieve up to 22.45% of branded organic search vis-
its, and 50% of analyzed websites have more than 
48.6% of branded organic search visits in the total 
number of organic visits.
The results indicate that strengthening brand 
awareness is a crucial marketing tactic for e-
commerce websites in Bosnia and Herzegovina to 
generate traffic. On average, a quarter of visits to 
e-commerce websites come from search engines, 
while the remaining 75% are direct visits or vis-
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its from referral links. In addition, 46% of organic 
visits are branded organic visits, which indicates 
that through promotional activities strengthening 
brand awareness accounts for almost half of the or-
ganic visits to e-commerce websites.

4.3	 Analysis of user experience through SEO factors
Mobile friendliness analysis shows that 93.6% of 
websites are usable on mobile devices, while 6.4% 
are not mobile-friendly.
A performance score was measured for each web-
site regarding the speed and efficiency of loading 
websites as essential elements of the user experi-
ence. A score of 90 or above is considered good, 50 
to 89 is a score that needs improvement, and below 
50 it is considered poor (Google, 2023a). Descrip-
tive analysis shows that the average performance 
score of the analyzed websites for mobile devices 
is 38, and for desktop devices it is 67. Additional 
frequency analysis indicates that 74.5% of the ana-
lyzed websites have a poor mobile performance 

score, and 25.5% have a mobile performance score 
that needs improvement. Regarding desktop devic-
es, 17% of websites have a poor performance score, 
70.2% need improvement, and only 12.8% have a 
good performance score.
The results tell us that e-commerce websites need 
to work on improving loading speed and improv-
ing user experience. Particular focus must be di-
rected to the factors included in the calculation of 
the Google metric called Core Web Vitals, which 
focuses on three aspects of user experience: load-
ing (LCP), interactivity (FID), and visual stability 
(CLS). Web Vitals is an initiative by Google to pro-
vide unified guidance for quality signals essential 
to delivering a great user experience on the web. 
Core Web Vitals are the subset of Web Vitals that 
apply to all web pages, should be measured by all 
site owners, and will be surfaced across all Google 
tools (Walton, 2020).
Descriptive statistics for Core Web Vitals metrics 
are shown in Table 6.

Table 6 Core Web Vitals assessment

Metric Thresholds Measured average 
value

Largest Contentful Paint (LCP) – Mobile
Good (≤ 2.5 s)
Needs Improvement (2.5s - 4s)
Poor (> 4 s)

3.48s

First Input Delay (FID) – Mobile
Good (≤ 100 ms)
Needs improvement (100 ms - 300 ms)
Poor (> 300 ms)

38.11 ms

Cumulative Layout Shift (CLS) – Mobile
Good (≤ 0.1)
Needs Improvement (0.1 – 0.25)
Poor (> 0.25)

0.1362

Largest Contentful Paint (LCP) – Desktop
Good (≤ 2.5 s)
Needs Improvement (2.5s - 4s)
Poor (> 4 s)

2.77s

First Input Delay (FID) – Desktop
Good (≤ 100 ms)
Needs improvement (100 ms - 300 ms)
Poor (> 300 ms)

3.81ms

Cumulative Layout Shift (CLS) – Desktop
Good (≤ 0.1)
Needs Improvement (0.1 – 0.25)
Poor (> 0.25)

0.1340

Source: Author 

Based on actual user data for the last 28 days, the 
Core Web Vitals assessment shows that e-com-
merce websites should improve user experience 
regarding loading performance (LCP) and visual 
stability (CLS) for mobile and desktop devices. In 

general, optimization of LCP includes optimizing 
images, removing unnecessary characters from 
HTML/CSS code, using a faster hosting provid-
er, using a CDN (content delivery network), and 
techniques for delaying the loading of images un-
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til they are needed (Walton & Pollard, 2020). The 
most common reasons for high CLS are undefined 
image dimensions, dynamically injected content 
that causes content to shift down, embeddable 
widgets such as videos from YouTube, maps from 

Google Maps, social media posts, and ads with dy-
namic ad sizing (Osmani & Pollard, 2020). Those 
are primarily technical issues that e-commerce 
marketers must know when they plan and develop 
their websites.

Table 7 Metrics of user behavior on a website

Bounce rate (%) Pages per visit Visit duration in 
seconds

N Valid 39 44 42
Missing 8 3 5

Mean 61.4 2.67 508.1
Median 63.4 2.20 250.50
Std. Deviation 31.05 1.62 649.62
Range 97.61 5.86 2,489
Minimum 2.39 1.00 10
Maximum 100.00 6.86 2,499
Percentiles 25 37.17 1.17 97.00

50 63.38 2.20 250.50
75 92.23 3.69 617.75

Source: Author 

The analysis shows that the average percentage of 
visitors who leave an e-commerce website after 
viewing only one page is 61.4%. This bounce rate is 
significantly higher than the benchmark bounce rate 
average for e-commerce and retail websites, which is 
20%-45% (CustomMediaLabs, 2023). A high bounce 
rate is a sign that website content is irrelevant to the 
searched keyword, that users need help finding the 
content they are looking for or need help navigat-
ing, or that the site offers a poor user experience. 
Through digital analytics, marketers should gain in-
sight into the bounce rate by different sources of vis-
its (direct visits, organic search visits, referral links) 
to understand which keywords and phrases the con-
tent on the website should be optimized for. With 
this approach, it is also possible to gain insight into 
whether a high bounce rate for visits from referral 
links indicates backlinks of poor quality.

The average number of pages visitors view on a 
site within a single session is 2.67, which is 45% 
less than the average for mobile users in the re-
tail industry (4.87) and 51% less than the average 
for desktop users (5.5) (Contentsquare, 2023). The 
average visit duration is 8 minutes and 28 seconds, 
while on 50% of the analyzed websites, the duration 
is half as long (4 minutes and 21 seconds). Although 
the average pages per visit can vary depending on 

several factors, such as the type of e-commerce 
website, a target audience, and website design and 
content, marketers should analyze the reasons for 
lower retention, with particular emphasis on sim-
plicity of navigation, easier finding of related prod-
ucts, personalized recommendations and use of 
social proof, such as customer reviews and ratings.

4.4	 Backlinks, keywords, referring domains, and 
outbound links

Descriptive statistics for backlinks, keywords, re-
ferring domains, outbound links, and authority 
scores are shown in Table 8. The average number 
of keywords bringing users to an analyzed e-
commerce website via Google’s top 100 organic 
search results is 848. Given several outliers with 
significantly more backlinks than other websites, 
the median better represents the average value of 
backlinks and it is 12,400 links. The average number 
of referring domains with at least one link point-
ing to an e-commerce website is 1,841, while the 
average authority score of the analyzed websites is 
18. Outbound links from e-commerce sites signal 
trustworthiness and relevance to search engines. 
The average number of outbound domains on the 
analyzed e-commerce websites is 28.7. Google eval-
uates the quality of a web page through experience, 
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expertise, authoritativeness, and trustworthiness 
(Varangouli, 2020). Linking to other sources can 
help e-commerce websites to show their expertise. 
External links can help retailers validate the qual-
ity and reliability of their products by referring to 

product reviews, ratings, testimonials, manufactur-
er specifications, user manuals, or external resourc-
es that explain payment security, privacy policies, 
and other essential trust factors.

Table 8 Backlinks, keywords, referring domains and outbound domains statistics

Authority 
score Keywords Backlinks Referring 

domains
Outbound 
domains

N Valid 47 47 47 47 45
Missing 0 0 0 0 2

Mean 18.11 848 54678 1841 28.7
Median 17.00 411 12400 1600 15.00
Std. Deviation 8.45 1140 113038 1441 26.6
Range 32 4761 502954 6174 93
Minimum 5 39 46 26 0
Maximum 37 4800 503000 6200 93
Percentiles 25 10.00 185 2800 676 8.00

50 17.00 411 12400 1600 15.00
75 25.00 858 46400 2600 51.50

Source: Author 

4.5	 Technical on-page SEO practice
How e-commerce websites follow best practices for 
on-page SEO was measured by the PageSpeed Insights 
SEO score. On a scale of 1-100, this score measures 

how much a website follows essential search engine 
optimization advice. A score of 90 or above is consid-
ered good. A score of 50 to 89 needs improvement and 
a score below 50 is considered poor (Google, 2023a).

Table 9 The SEO score of e-commerce websites for mobile and desktop devices

N Range Minimum Maximum Mean Std. Deviation

Mobile SEO 47 31 69 100 88.70 7.99

Desktop SEO 47 30 70 100 88.34 8.41
Source: Author 

An average SEO score of 88 indicates that some 
improvements are necessary for technical on-page 
SEO optimization (Google, 2023a). Each web page 
must have an adequate title and meta description, 
links should be crawlable and have descriptive text, 
image elements should have descriptive “alt” attrib-
utes, the HTTPS protocol is used, the code should 
be valid, and pages should be optimized for mobile 
devices.

4.6	 Impact of SEO factors on traffic and sales revenue
We have used path analysis to identify the causal re-
lationships between SEO factors and website traffic 
and between website traffic and company revenue 
and to quantify the strength of those relationships. 

First, correlation analysis was conducted between 
every SEO factor identified through a literature re-
view and the SEO performance indicator presented 
in Figure 1 to identify the most critical variables 
and potential causal relationships. 
Knowing that the SemRush Authority Score is cal-
culated based on three main facets: Link Power 
(the quality and quantity of backlinks – referring 
domains), Organic Traffic (an estimated monthly 
average of organic traffic) and Spam Factors (indi-
cators of manipulation or spam in the link profile) 
(SemRush, 2023b), correlation analysis was con-
ducted between backlinks and the Authority Score, 
referring domains and the Authority Score, and or-
ganic search traffic and the Authority Score. 
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Table 10 Correlation matrix – SEO factors/performance indicators and the Authority Score

Authority Score

Referring Domains
Pearson Correlation .630**
Sig. (2-tailed) 0
N 47

Backlinks
Pearson Correlation .332*
Sig. (2-tailed) 0.023
N 47

Organic Search Traffic
Pearson Correlation .714**
Sig. (2-tailed) 0
N 47

Source: Author

Table 11 Correlation matrix – SEO factors and SEO performance indicators

SEO factors
SEO 
performance 
indicators >

Organic 
traffic

Branded 
organic 
traffic

Non-branded 
organic 
traffic

Monthly 
visits

Unique 
visitors

Pages 
per visit

Avg. visit 
duration

Bounce 
rate

Key-
words

Pearson 
Correlation .850** .904** 0.012 .919** .833** .372** .345* -.267*

Sig. (2-tailed) 0 0 0.469 0 0 0.006 0.013 0.05
N 47 46 46 43 43 44 42 39

Referring 
domains

Pearson 
Correlation .558** .589** 0.103 .381* .455** 0.249 0.124 -.346*

Sig. (2-tailed) 0 0 0.247 0.006 0.001 0.051 0.216 0.016
N 47 46 46 43 43 44 42 39

Backlinks

Pearson 
Correlation .309* .427** -0.028 0.153 0.202 0.028 -0.049 -0.132

Sig. (2-tailed) 0.017 0.002 0.427 0.163 0.097 0.43 0.38 0.211
N 47 46 46 43 43 44 42 39

Author-
ity score

Pearson 
Correlation .714** .743** 0.075 .690** .725** .403** .351* -.397**

Sig. (2-tailed) 0.000 0.000 0.309 0.000 0.000 0.003 0.011 0.006
N 47 46 46 43 43 44 42 39

Mobile 
friendli-
ness

Pearson 
Correlation 0.066 0.01 0.048 0.03 0.031 -0.198 0.047 .401**

Sig. (2-tailed) 0.33 0.474 0.376 0.424 0.422 0.099 0.385 0.006
N 47 46 46 43 43 44 42 39

Mobile 
Perfor-
mance 
Score

Pearson 
Correlation -0.045 -0.044 0.017 0.002 0.015 -0.093 0.079 0.187

Sig. (2-tailed) 0.383 0.385 0.454 0.496 0.463 0.274 0.309 0.127
N 47 46 46 43 43 44 42 39

Desktop 
Perfor-
mance 
Score

Pearson 
Correlation -0.129 -0.07 -0.025 -0.07 -0.139 -0.2 -0.044 0.208

Sig. (2-tailed) 0.194 0.323 0.434 0.328 0.187 0.096 0.39 0.102
N 47 46 46 43 43 44 42 39
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SEO factors
SEO 
performance 
indicators >

Organic 
traffic

Branded 
organic 
traffic

Non-branded 
organic 
traffic

Monthly 
visits

Unique 
visitors

Pages 
per visit

Avg. visit 
duration

Bounce 
rate

Domain 
age

Pearson 
Correlation 0.062 0.149 0.195 0.056 0.093 0.201 0.154 -0.142

Sig. (2-tailed) 0.339 0.161 0.097 0.362 0.278 0.096 0.164 0.195
N 47 46 46 43 43 44 42 39

Out-
bound 
domains

Pearson 
Correlation 0.226 .293* 0.218 .289* .282* 0.033 0.223 -0.02

Sig. (2-tailed) 0.068 0.027 0.078 0.032 0.035 0.416 0.08 0.453
N 47 46 46 43 43 44 42 39

Source: Author 

In Tables 10 and 11, bold text and one star indicate 
significant correlation coefficients at the 0.05 level, 
and two stars indicate significant correlation coef-
ficients at the 0.01 level.

For the interpretation of the correlation coefficients 
shown in Tables 10 and 11, we have used a conven-
tional approach to evaluating weak, moderate, strong, 
and very strong correlations, as shown in Table 12.

Table 12 Example of a conventional approach to interpreting a correlation coefficient

Absolute Magnitude of the Observed Correlation Coefficient Interpretation

0.00–0.10 Negligible correlation

0.10–0.39 Weak correlation

0.40–0.69 Moderate correlation

0.70–0.89 Strong correlation

0.90–1.00 Very strong correlation
Source: Schober et al. (2018)

Given that the SemRush Authority Score is a score 
calculated through multiple factors of trustworthi-
ness and authority, including the number of back-
links/referring domains and their quality (Sem-
Rush, 2023b), we decided to use this factor as a 
mediator, through which the mentioned variables 
indirectly affect SEO performance. Table 10 shows 
a significantly strong correlation between organic 
search traffic and the Authority Score, a moderate 
correlation between referring domains and the Au-
thority Score, and a weak correlation between back-
links and the Authority Score. As SemRush also 
takes organic search traffic into Authority Score 
calculation, we want to highlight that the literature 
review identified the variables backlinks and refer-
ring domains as SEO factors. In contrast, organic 
search traffic is the SEO performance indicator that 
measures website visits due to the influence of SEO 
factors: SEO optimization. In order to satisfy the 
assumptions for conducting path analysis (Land, 
1969), especially the exogeneity principle, organic 
search traffic, a measure of website visits (a SEO 

performance indicator similar to monthly visits), 
was omitted as a predictor variable that affects the 
authority score. Furthermore, given that the list of 
SEO performance indicators presented in Table 11 
contains several indicators for measuring website 
traffic (organic search traffic, unique visitors and 
monthly visits) and that the research was conduct-
ed on a relatively small sample of e-commerce web-
sites in Bosnia and Herzegovina, in order to reduce 
the number of variables in the path model, we de-
cided to use only one website traffic indicator: the 
number of monthly visits.
Correlation analysis did not confirm the existence 
of any significant correlation between backlinks and 
SEO performance indicators: monthly visits, pages 
per visit, visit duration and a bounce rate. The same 
was determined for the SEO factors of the mobile 
performance score, the desktop performance score, 
and domain age, and those factors were excluded 
from further path analysis.
We started path analysis with an initial model that 
included five SEO factors (keywords, referring do-
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mains, the Authority Score, mobile friendliness and 
outbound domains) presented in Table 11. Every 
selected SEO factor has a significant positive cor-
relation with at least one of the SEO performance 
indicators (monthly visits, pages per visit, visit 

duration and bounce rate). The initial path model 
did not have a good model fit, so we improved the 
model fit based on modification indices by correlat-
ing error terms e3-e4 and e6-e7.

Figure 2 Path model

Source: Author 

Figure 2 presents a path diagram of the final causal 
model we developed. Independent and dependent 
variables are shown in rectangles, and error terms 
are shown in circles. Above each straight solid line 
with an arrow there is a standardized regression 
parameter for that path, and below the upper right 
corner of each dependent variable there is a squared 
multiple correlation (the coefficient of determina-
tion) for each variable. Solid lines present paths 

with significant standardized regression parameters, 
and dashed lines present paths with non-significant 
standardized regression parameters at p < 0.05.
Table 13 shows the expected model fit indicators 
according to Hu and Bentler (1995) and Joreskog 
and Sorbom (1982) and the measured indicators of 
the proposed initial and final models after correlat-
ing error terms e3-e4 and e6-e7. The final model 
shows a good fit for all parameters.

Table 13 Model fit indices

Indices Expected value Initial model value Final model value

X2 > 0.05 0.000 0.566

X2/df < 3 3.347 0.930

CFI > 0.90 (0.95 good fit) 0.727 1.000

NFI > 0.90 0.672 0.915

RMSEA < 0.10 (0.06 good fit) 0.226 0.000

PCLOSE > 0.05 0.000 0.707
Source: Author, based on Hu and Bentler (1995) and Joreskog and Sorbom (1982)

The standardized regression coefficient of 0.63 be-
tween the number of referring domains and the au-

thority score indicates a moderately strong positive 
relationship between these two variables. For every 
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standard deviation increase in the number of refer-
ring domains, the authority score tends to increase 
by 0.63 standard deviations. The coefficient of de-
termination (0.40) suggests that 40% of the variabil-
ity in the authority score of e-commerce websites 
can be attributed to the number of domains link-
ing to the website. Correlation analysis presented 
in Table 10 shows a very weak correlation between 
backlinks and organic search traffic and the absence 
of a significant correlation between backlinks and 
monthly visits. A website with backlinks from a 
wide range of reputable referring domains will like-
ly be seen as more trustworthy and authoritative by 
search engines. 

Our model indicates that keywords mediate the in-
fluence of the authority score on monthly visits. A 
strong positive relationship between the authority 
score and keywords, with a standardized coefficient 
of 0.74, suggests that websites with higher author-
ity scores tend to rank for more keywords. The co-
efficient of determination of 0.54 means that the 
authority score explains 54% of the variance in the 
number of keywords bringing users to the website 
via Google’s top 100 organic search results. E-com-
merce websites with higher authority scores may 
rank for more competitive keywords, leading to in-
creased visibility in SERPs and, consequently, more 
monthly visits. This finding underscores the role of 
the “authority score” in influencing the domain’s 
organic search visibility. Building and maintaining 
authority in SEO efforts with a well-optimized set 
of keywords can substantially impact the number 
of monthly visits a website receives.

We have confirmed a very strong positive relation-
ship between keywords and monthly visits. The 
standardized coefficient of 0.92 indicates that web-
sites ranking for a larger number of keywords tend 
to attract more monthly visits. The coefficient of 
determination suggests that 87% of the variance in 
monthly visits is explained by the number of key-
words bringing users to the website via Google’s top 
100 organic search results.

Finally, our model shows a moderately strong posi-
tive relationship between e-commerce website 
monthly visits and company revenue. For every 
standard deviation increase in monthly visits, there 
tends to be a 0.74 standard deviation increase in 
revenue. Furthermore, 16% of the variance in com-
pany revenue is explained by e-commerce website 
monthly visits. Although we expect a higher im-
pact of e-commerce store visits on revenue, there 

is a logical explanation for these results. Most of 
the analyzed e-commerce websites in Bosnia and 
Herzegovina are just one of the sales channels these 
companies use to sell products and generate in-
come. Through interviews with managers of several 
companies included in our analysis, we have found 
that significant sales are realized through tradition-
al stores and specialized online classified websites 
such as www.olx.ba. The analysis used data on the 
companies’ total revenue, rather than just the sales 
revenue generated exclusively through the website. 
Although e-commerce websites can indirectly in-
fluence sales in brick-and-mortar stores or through 
other online channels by providing information to 
consumers, we see this as one of the limitations 
of the research that could be avoided in future re-
search through an additional survey of the compa-
nies to determine the share of income generated 
through their e-commerce website.

5.	 Conclusion

To the best of the author’s knowledge, this empirical 
research represents the first research of this kind on 
the sample of e-commerce websites in Bosnia and 
Herzegovina, as well as in the countries of the wider 
region. We have successfully provided answers to 
all research questions. The state of SEO optimiza-
tion of e-commerce websites that sell consumer 
electronics in Bosnia and Herzegovina was deter-
mined. SEO factors with a significant impact on 
SEO performance indicators and indirectly on the 
sales revenue were determined. At the same time, 
clear recommendations were given to managers for 
the improvement of certain SEO areas.

The average share of organic search visits to analyzed 
e-commerce websites in Bosnia and Herzegovina is 
23.6%, i.e., 4% less than the European average for 
retail and e-commerce websites (SemRush, 2023a). 
Branded organic search visits account for, on aver-
age, 45.8% of total organic search visits, with 50% of 
the analyzed websites achieving more than 48.6% 
of organic search visits thanks to branded organic 
searches. These data tell us that the most significant 
number of visits to the analyzed e-commerce web-
sites is due to brand awareness, which affects direct 
visits and branded organic search visits. At the same 
time, it is a message to all e-commerce companies 
that one of the key tactics for increasing the number 
of website visitors should be investing in promotion 
to build and strengthen brand recognition.

http://www.olx.ba
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The state of optimization of e-commerce websites for 
mobile devices requires significant improvements 
since 6.4% of websites need to be mobile-friendly 
optimized, 75.4% have a poor mobile performance 
score, and the remaining 25.5% have a mobile per-
formance score that needs improvement. In order to 
positively influence the user experience, all analyzed 
companies must pay considerable attention to im-
proving the speed and efficiency of loading websites. 
The results are similar for desktop devices, too, since 
70.2% of websites have a performance score that 
needs improvement, and 17% have a poor perfor-
mance score. In improving user experience, particu-
lar focus must be on technical optimization of web 
pages to improve the LCP (Largest Contentful Paint) 
and CLS (Cumulative Layout Shift) metrics.
The analysis of visitor behavior showed that they 
spend an average of 508 seconds on e-commerce 
websites, viewing an average of 2.67 pages. The aver-
age number of pages viewed per visit, 48% lower than 
the retail industry average (Contentsquare, 2023), is 
partly due to a high bounce rate of 61.4%. Companies 
should analyze the bounce rate according to differ-
ent sources to determine which content needs to be 
optimized according to search keywords and which 
referrals provide low-quality backlinks. User reten-
tion should be increased through improved naviga-
tion, simplified search methods, offering personal-
ized recommendations, and using social proof such 
as customer reviews and ratings.
The average number of outbound links on the ana-
lyzed websites is 28.7. Having in mind that many 
practitioners agree that 3-5 outbound links per 1,000 
words of content are a good rule of thumb, it is clear 
that e-commerce websites should provide more links 
to useful websites, such as manufacturer websites, 
product information pages, and product reviews or 
buyer guides. In this way, they can contribute to build-
ing expertise, authoritativeness, and trustworthiness - 
essential features that determine SEO success.
Path analysis determined that the number of refer-
ring domains and their quality strongly affect the 
website authority score. A significant influence 
of the number of backlinks on SEO performance 
indicators (traffic and user engagement) has not 
been proven. This finding implies a managerial 
recommendation regarding the link-building off-
site search engine optimization strategy. From the 
SEO point of view, it is much more important to 
have one link from ten different domains than ten 
links or more from the same domain, assuming that 
the websites have the same backlink quality. When 
considering potential link exchange partners, plac-

ing the link on only one partner web page, such as 
the home page, is sufficient.
Furthermore, it was determined that the keywords 
mediate the authority score impact on the number 
of monthly visits. The authority score has a sig-
nificant strong and positive influence (0.74) on the 
number of keywords bringing users to a website via 
Google’s top 100 organic search results; that is, it 
positively affects the website’s organic search vis-
ibility. This finding confirms the claims about the 
reliability of the SemRush Authority Score for as-
sessing the competitiveness and visibility of a web-
site in search engine results, which should lead to 
a higher number of monthly visits, which is in line 
with the claims of Reyes-Lillo et al. (2023).
Finally, visits have a strong positive significant im-
pact (0.74) on the revenue of e-commerce websites, 
and 16% of the variance in company revenue is ex-
plained by e-commerce website monthly visits.
Path analysis did not show a significant influence 
of website mobile friendliness or page speed on any 
SEO performance indicator, contrary to the recom-
mendations of Google and the findings of earlier 
research (Gao et al., 2017; Bartuskova & Krejcar, 
2015; Mustafa et al., 2015; Egri & Bayrak, 2014). 
One possible explanation is that the websites ana-
lyzed have similar mobile friendliness scores and 
speed performance indicators, and there may not 
be enough variability in the data to detect a signifi-
cant influence. However, a cross-sectional study on 
a larger sample should verify this.
We did not find a direct significant impact of the 
number of outbound domains or domain age on 
website traffic, contrary to the findings of some ear-
lier research (Iqbal et al., 2022; Nath & Ahuja, 2014). 
Companies like SemRush are known not to provide 
enough information about their algorithm and the ex-
act way the authority score is calculated to minimize 
the possibility of manipulation. Therefore, in future 
research, it would be desirable to check whether there 
is a positive significant influence of outbound links 
and domains, domain age, and mobile and desktop 
performance scores on the authority score.
Some of the research limitations can also provide 
ideas for future research. Some recommendations 
are to use a larger sample, samples of e-commerce 
companies from other niches, and other tools for 
collecting analytical data. The model could be im-
proved further by collecting data on sales revenue 
generated exclusively from the website rather than 
the total revenue used in this study. Furthermore, 
the model could be extended by analyzing the im-
pact of social media signals on SEO results.
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Abstract

Purpose: The viability of companies in today’s turbulent and dynamic market depends on their ability to 
change and develop together with the market. Primarily under the influence of technological innovations 
and new customer demands, the logistics sector is under great pressure of change. The focus of this paper is 
on the functioning of the distribution hub as an important node in the distribution network and the opera-
tional processes it implements. The aim of the paper is to investigate different variants of the development 
of logistics processes in the distribution hub and thus help decision-makers in deciding on the level and 
performance of potential technological improvement.

Methodology: The research was conducted in a real distribution hub using a simulation approach. In par-
ticular, discrete event simulation (DES) was used, which allows supporting the dynamics of logistics pro-
cesses, examining the impact of random variables on processes and determining process performance in 
different scenarios. Two models were formed in the paper: the As-Is model that imitates the existing pro-
cesses in the distribution hub, and the To-Be model that assumes a higher technological level of the process.

Results: Findings from this paper have two practical implementations. The first one is to use As-Is models 
as an insight into the current situation in the distribution hub. The second implementation is to use a To-Be 
model as a decision support system for evaluating different solutions in the execution of logistics processes.

Conclusion: The obtained research results provide an opportunity to examine different ways of the func-
tioning of processes in the distribution hub before making changes in the real system, which is especially 
important for managers of such systems.

Keywords: Distribution hub, discrete event simulations, logistics processes
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1.	 Introduction

Logistics management activities typically include 
inbound and outbound transportation manage-
ment, fleet management, warehousing, materi-
als handling, order fulfillment, logistics network 
design, inventory management, supply/demand 
planning, and management of third-party logistics 
services providers (CSCMP, 2013). By managing 
the flow of goods, logistics supports and connects 
the functioning of various economic sectors and is 
one of the key factors in the development of both 
individual companies and national economies. 
At the core of these different material flows (raw 
materials, products, shipments, waste, etc.) are 
the material handling processes (loading/unload-
ing, transhipment, transfer, packaging, labeling, 
formation/dismantling of cargo units, sorting, 
commissioning, etc.), storage and transportation, 
as well as that efficient logistics is of fundamen-
tal importance for the functioning of various eco-
nomic sectors. In the 21st century, primarily under 
the influence of technological development and 
changed customer requirements, there is no sec-
tor in any industry that has remained untouched 
by major changes and challenges in business. The 
ambient turbulence has created a need for dynam-
ic business processes and companies are looking 
for models that can evolve and adapt efficiently 
business processes to the changing conditions 
and the changing business strategies (Clempner, 
2014). Different company goals, which reflect 
different market conditions (economic, political, 
social) and business priorities (capital return, cus-
tomer satisfaction, employee satisfaction, com-
pany growth, cost reduction, etc.) are reflected in 
the structure of logistics systems and processes. In 
such conditions, logistics is under constant pres-
sure of changes and faces many dilemmas aimed at 
improving the operational efficiency and sustain-
able business of companies.

The focus of this paper is on one segment of logis-
tics, i.e. on the functioning of the distribution hub 
as an important node in the distribution network. 
Hubs are special facilities that serve as switching, 
transhipment and sorting points in many-to-many 
distribution systems (Alumur & Kara, 2008) so that 
intensive operational processes take place in them, 
which are an integral part of the functioning of the 

distribution system. In this paper, through a case 
study in the postal center as a distribution hub that 
exists within the postal logistics network of the Re-
public of Serbia, different variants of the unfolding 
of logistics processes are investigated in order to 
increase their productivity and overcome opera-
tional difficulties. Discrete event simulation (DES) 
was used in the research, which makes it possible 
to support the dynamics of logistics processes, ex-
amine the impact of randomly changing variables 
on processes and determine process performance 
in different scenarios. Two models were formed in 
the paper: the As-Is model that imitates the exist-
ing processes in the distribution hub, and the To-Be 
model that assumes a higher technological level of 
the process.

The remainder of this paper is organized as follows: 
Section 2 describes the research background and 
research approach. Section 3 describes the case 
study and the structure of the developed simulation 
models, and discusses the obtained results. Finally, 
concluding remarks are given in Section 4.

2.	 Background

2.1	 Logistics processes in postal logistics center

The key characteristics of postal services are re-
flected in a massive user demand for the transfer 
of postal items, which is realized through postal 
processes that generate physical moving of mails 
to the recipient. From an organizational point of 
view, for the implementation of postal services 
that demand the market (national operators are 
conditioned to provide a universal service), it is 
necessary to establish a uniform postal network 
(on the national and international level), and 
use unique technologies and standardization of 
equipment. The structure of the postal network 
and its equipment is conditioned by the econom-
ic capabilities of operators, traffic volume, and 
in the case of a national operator, government 
investment policies. In recent decades, postal 
operators are faced with the challenges of rapid 
technological development, market liberaliza-
tion, segmentation and increasing competition. 
In such conditions, the industry has evolved to 
include traditional post (like package and mail 
delivery), courier services, freight services and 
e-services (Chan et al., 2006) in logistics fright 
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flows. Accordingly, leading European postal op-
erators (such as Deutsche Post DHL, La Poste 
and Royal Mail) have expanded their operations 
in the logistics sector. In support of these trans-
formations is the fact that domestic letter traffic 
in Europe (28 countries) between 2013 and 2021 
fell by about 38 percent and in the same period 
domestic parcel volumes increased by 122 per-
cent (23 countries) (Publications Office of the 
European Union, 2022). The majority of mail 
in the universal postal services are letters with 
standard dimensions (about 70%). The decline of 
these services will be greater in the years to come, 
due to the development of electronic services. 
Today, electronic services are already being used 
that allow citizens to pay all the bills and taxes 
via their mobile phones, and the recent surge in 
e-commerce and world trade has led the parcel 
delivery industry to be one of the fastest growing 
industries (Kulkarni et al., 2021). These trends 
can help the Post of Serbia public enterprise plan 
and innovate its business. Today, competition 
leads companies to improve their functionality or 
durability of innovation and survival (Liu et al., 
2020).

Postal centers represent an important link in the 
postal network and realize one stage in the deliv-
ery of items between the sender and the recipient. 
In line with the market-oriented and customer-
driven development of postal operators, many 
traditional postal centers have expanded their 
range of services and grown into postal logistics 
centers (PLC). PLCs are located in the traffic hubs 
to achieve the concentration and diffusion of ship-
ments to the geographical area that they cover, 
and from the logistics point of view, a PLC per-
forms the functions of intralogistics (Lisec & Ri-
hter, 2007). The incoming flows of shipments as 
independent quantities are the result of various 
external factors, while the outgoing flows can be 
seen as dependent quantities that reflect the func-
tioning of the PLC. The technology and organiza-
tion of the process in a PLC depends on the type 
and category of postal items and the processing 
differs accordingly: ordinary LC items of stand-
ard dimensions, AO items and non-standard LC 
items, registered and valuable items, packages, 
express items, etc. In general, the basic processes 
implemented in shipments in a PLC are: taking 

postal conclusions, classification of conclusions 
(dismantling) according to the type of shipment, 
transfer to a sorting center, sorting, formation of 
conclusions (consolidation of the load unit), wait-
ing for shipment, transfer to the place of shipment, 
loading and shipping (issuance of formed conclu-
sions). So, the functioning of a PLC is based on 
fundamental logistic processes with postal items. 
The processes of consignments arriving in the PLC 
and the dispatch processes of processed consign-
ments occur according to a defined time schedule, 
and the processing processes engage the resources 
of the PLC (space, equipment, employees) and 
must be fulfilled by the defined deadlines. The 
number and structure of postal items that are pro-
cessed daily in the PLC are variables that affect the 
duration of the mail processing process and, due 
to the defined processing deadlines, the required 
resources as well.

2.2	 Simulation modeling of logistics processes

Modeling is a problem-solving method, in which 
the system under study is replaced by a simple ob-
ject that describes the real system or its behavior. 
It is based on abstraction, simplification, quantifi-
cation, and analysis. According to Sterman (2000), 
modeling is a part of the learning process and it 
is iterative, a continual process of formulating hy-
potheses, testing, and revision, of both formal and 
mental models. As an object of modeling, the sys-
tem is defined as an aggregation or assemblage of 
objects joined in some regular interaction or inter-
dependence toward the accomplishment of some 
purpose (Banks et al., 2004). The model of a system 
is the replica of the system, physical or mathemati-
cal, which has all the properties and functions of 
the system (Singh, 2009).

The logistics system is a complex socio-technical 
system that supports the rational flow of various 
material goods through the implementation of 
logistics processes. Two approaches can gener-
ally be used to model logistics processes: ana-
lytical and simulation (Hung et al., 2006). While 
analytical models provide accurate and often op-
timal solutions, which generally imply significant 
simplifications (compared to the real system) 
and mathematical formulations complicated to 
solve, simulation models can support the real 
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characteristics of logistics processes and enable 
objective evaluation of performance in different 
functioning scenarios, which is especially impor-
tant when planning new and redesigning existing 
processes. Simulation of the effects of redesigned 
processes before their implementation creates 
the opportunities for decision-making in relation 
to the planned changes. For the research in this 
paper, simulation models were used that respect 
the time dimension of the process and allow the 
modeling of complex processes in a logistics sys-
tem such as a PLC. More precisely, from the ex-
isting approaches to simulation modeling (such 
as discrete-event simulation, dynamic simula-
tions, agent-based simulations, and hybrid sim-
ulations), discrete-event simulation (DES) was 
used in this research for simulating operational 
processes in the PLC.

DES is “modeling of systems in which the state 
variable changes only at a discrete set of points in 
time” (Banks et al., 2004). The basic idea of DES 
is to abstract from the continuous nature of the 
system and consider only some “important mo-
ments”, “events” in the system lifetime. DES gives 
an insight into the business processes of a par-
ticular system by describing the system through 
process maps. Process maps provide a critical 
assessment of what really happens inside a given 
company (process identification or As-Is process 
mapping) and they also serve for designing a new 
solution (To-Be process modeling). Process mod-
eling and the evaluation of different alternative 
scenarios (a To-Be model) for improvement by 
simulation are usually the driving factors of the 
successful reengineering process (Trkman et al. 
2007). DES is an established tool for the design 
and management of large-scale mail sorting and 
distribution systems (White et al., 2001) that al-
lows a better understanding of the dynamic be-

1	 Priority mail express represents service which allows fastest transfer of all kind of mail (letters, parcels, advertisements, bills, etc.). This 
service also provides tracking of shipments during transfer and it is available only in domestic traffic (i.e. within the boundaries of the 
Republic of Serbia).

2	 First-class mail includes valuable parcels and valuable letters. By the business practice of the Post of Serbia, medium and large packages 
are commonly considered as valuable parcels. Valuable letters are special kinds of postal shipments that are processed in separate PLC 
sections, since these are confidential contracts between companies, international mail, government shipments, etc.

3	 The Post of Serbia considers advertisements, circulars, newsletters, small parcels, merchandise, bills, etc. as standard mail. Standard 
postal items are classified on the basis of their dimensions, and in the practice of the Post of Serbia, there is a classification into ordi-
nary and nonordinary mail. Ordinary mail includes letters with standard dimensions that consist of recommended letters and priority 
mail. Recommended letters are similar shipments as post mail express. They also allow tracking of letters and but are slower than post 
mail express shipments. Priority mail is mail that has priority in terms of delivery to the final consumer.

havior of a postal system, as pieces of mail flow 
through from receipt to dispatch. This approach 
incorporates the variability and interdependence 
of the system and allows the analysis and un-
derstanding of both the current behavior of the 
system and the future as a result of numerous 
changes in the system (Greasley, 2003).

3.	 PLC case study 

The case study was carried out on the example of 
the PLC Novi Sad (Republic of Serbia). The PLC 
can be considered as a post hub with the basic 
function of receiving, sorting, delivery and tran-
shipment of incoming mail. In the observed PLC, 
different mail classes are processed (priority mail 
express1, first-class mail2 and standard mail3 and 
international mail). Accordingly, during process-
ing in the PLC, different shipments (i.e. mail class-
es) have a different sequence of activities through 
the PLC, and an average of 7,000,000 pieces of 
mail are processed in the PLC in one month. The 
focus of the research is on the quantification of the 
temporal characteristics of operational processes 
in order to analyze the engagement of employees 
and find opportunities to increase their produc-
tivity in order to eliminate difficulties in the PLC 
functioning.

3.1	 Data collection

Based on the process approach and a hierarchical 
structure of the process, all activities and resources 
(employees and equipment) engaged in mail pro-
cessing processes in the PLC were identified. For 
the observed problem, the number of employees 
and their time commitment to the identified activi-
ties and processes are crucial, which, in accordance 
with the postal operator’s business policy, must be 

http://pe.usps.com/businessmail101/classes/standard.htm
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completed within precisely specified deadlines. The 
number and structure of shipments, organization 
and work technology, and time frames for the re-
alization of processing directly affect the number 
of employees. The number and structure of postal 
items that are processed daily is a randomly varia-
ble quantity (it depends on a number of factors and 
primarily on the month of the year and the week of 
the month), whose daily volume ranges from about 
15,000 to over 800,000 items.

In order to identify and quantify the time poten-
tial of PLC employees, simulation models of ex-
isting processes (As-Is) and projected processes 
(To-Be) have been created. Data were used to form 
these models from the document “Postal Statistics” 
(Djakovački, 2006) on the number and structure of 
postal items (for the selected month) downloaded 
from the PLC and determined by direct monitoring 
of the process in the PLC and the technical param-
eters of the sorting machine (Toshiba, 2023). 

3.2	 Structure of the model

In order to understand the existing processes, 
there is a common practice to create a process 
map model of existing processes in the organiza-
tion. Process maps are a graphical way to describe 
the process, which helps to structure the infor-
mation collected during the case analysis or pro-
cess improvement project (Cachon & Terwiesch, 
2009). For business process modeling, an academ-
ic version of iGrafx, a software package for busi-
ness process mapping and simulating, was used, 
which is often used by researchers who have dealt 
with similar problems of process modeling (Trk-
man et al., 2007; Maslaric et al., 2012; Mircetic et 
al., 2013). 

The DES model consists of elements connected 
by links that describe the flow of processes with 
shipments in the PLC. The basic structural ele-
ments of the diagram are the activities that take 
place and enable the process to take place. Each 
activity is defined through the type and number 
of resources (technical means and personnel) 
and the duration of the activity (constant or sto-
chastic). In the To-Be model, activities are either 

modified from the aspect of time and resources 
needed for their realization, or they are trans-
formed into new activities according to the re-
quirements of the sorting machine, or they are 
eliminated as redundant. The paper presents the 
results of two models, namely:

1. 	 As-Is model - imitates existing processing 
processes with postal items;

2. 	 To-Be model - assumes a higher technological 
level of the process, i.e. introducing a sorting 
machine, which requires significant invest-
ment in equipment and employee training.

The simulation covered the period of March 2023. 
The relevant output from the model is the duration 
of the processes (active and total).

3.3	 Model description and discussion of results 

3.3.1	 As-Is model

The process map for the As-Is model (Figure 1) 
presents four sectors in which incoming mail is 
processed according to mail type (i.e. mail class). 
Each mail class has different specificities and re-
quirements for processing. Green color objects 
represent the generators of mail classes. The daily 
incoming mail distribution is highly stochastic, 
where the biggest picks occur at the beginning of 
the month. 

After incoming, the mail is then directed to par-
ticular sectors according to their requirements for 
further processing. Grey color objects represent 
the activities where the duration of the activity is 
determined by measurement at the PLC during vo-
cational training carried out in the PLC Novi Sad. 
Blue color objects represent the activities related to 
manual sorting of incoming mail and are based on 
the standard workload of the postal operator (1,000 
pieces of mail per hour). Brown color objects rep-
resent the activities for which the execution time 
was taken from the “Postal Statistics” document 
(Djakovački, 2006).
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Figure 1 As-Is model with manual mail sorting and processing

Source: Authors

4	 Level of service defined by the Post of Serbia is that received mail should be processed within 24 hours from the moment of receipt.

Simulating the existing activities by means of the 
As-Is model, mail processing times for each PLC 
sector are determined and presented in Table 1. 
It is obvious that mail spends the most time in the 
standard mail sector (≈54 minutes), whose task is to 
sort incoming mail by dividing it into mail for deliv-
ery (to local end-users) and mail for transhipment 
to the other PLC. The simulation also shows that 
in this sector mail spent considerable time waiting 
for resources to be served. The reason is a lack of 
manual labor in this sector, as well as small oper-

ating capacity, which consequently causes mail to 
queue. As a result, mail spends time waiting for its 
turn to be processed.

Processing lead time is the time that elapses from 
the moment mail enters the PLC to the time when 
it is ready for delivery or transhipment (i.e. exit the 
PLC). The goal is to keep processing lead time as 
low as possible, so that the center could process all 
incoming mail without long delays4. In As-Is, the 
average overall processing time per one mail is≈57 
minutes (Table 1). 

Table 1 Average processing time in minutes per postal mail by the As-Is model sectors

Sector Number of pieces 
of mail

Average 
processing time

Average working 
time

Average time spent 
waiting for processing 

I 146,714 1.06 0.03 1.03

II 10,471 33.27 8.01 25.26

III 5,242,636 53.83 0.09 53.75

IV 2,276,721 15.34 0.3 15.04

Total number of pieces 
of mail in March 2023 7,519,357 Total number of pieces of mail 

for transhipment 5,242,636

Processing lead time 57.49 minutes
Source: Authors
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Processing time through sectors is a good indica-
tor of bottlenecks in the terminal, and the implied 
utilization was used to identify bottlenecks, Table 2 
(column 8). 

It can be seen in Table 2 that the standard mail 
sector has the highest implied utilization, and that 
other sectors have relatively small utilizations and 
could handle additional mail traffic. Consequently, 
it could be concluded that the standard mail sector 
represents the bottleneck of the terminal. There-
fore, the maximum throughput of the entire PLC 
is by causality directly determined by the capacity 
of its weakest link, in this case, by the capacity of 
the standard mail sector. However, mail does not 

arrive evenly throughout the month. Every month 
there are peak load days in which the load is three 
times higher than the average (usually the second 
week of the month), when large companies deliver 
bills to the population (e.g. bills for electricity, cable 
TV, utilities, etc.), which additionally burdens PLC 
processes. 

Table 3 shows the results of the simulation of the 
PLC operation on peak load days. Again, the stan-
dard mail sector has the highest processing time 
(it takes an average of 1,792 minutes to finish mail 
sorting), so the total time is also significantly higher 
and amounts to 1,778 minutes.

Table 2 Bottleneck identification in the As-Is model during mail processing5

Se
ct

or

Activities in the As-Is model

Number 
of 

workers 
per shift

Resource 
capacity6

(pieces of 
mail/hour)

Resource 
capacity 
per day7

The average 
number of 

pieces of mail 
per day

Total 
number of 
pieces of 

mail (month)

Implied 
utilization8

I

Sorting parcels for tran-
shipment and delivery 
(activities 10 and 11)

1 1,000 21,500 261.6 8,111 >1%

Sorting letters for tranship-
ment and delivery (activi-
ties 10 and 11)

3 3,000 64,500 4,470.1 138,574 7%

II

Sorting parcels for tran-
shipment and delivery-im-
port (activities 14 and 15) 1

4.6 98.8 6.2 195 6%

Sorting parcels-export 
(activities 14 and 15) 9.2 197.2 4.2 131 2%

Sorting letters for tranship-
ment and delivery-import 
(activities 14 and 15) 3

20 430 196.3 6,087 46%

Sorting letters-export 
(activities 14 and 15) 36 774 130.9 4,058 17%

5	 Table 2 consists only of the activities that have the longest processing time in the observed sectors.

6	 Capacity for sectors I, III, IV are taken from the literature, which recommends that one worker can process 1,000 pieces of mail/
hour. Sector II is more specific than other sectors since there the goal is not to process mail as quickly as possible, but to control 
mail, following the government customs regulations. Accordingly, for sector II, capacity is determined by measuring the average time 
needed for mail inspection, and for activities (sorting parcels for transhipment and delivery-import), (sorting parcels-export), (sorting 
letters for transhipment and delivery-import), and (sorting letters-export), it takes 13, 6.5, 9, and 5 minutes, respectively. Therefore, 
resource capacity is determined by dividing one hour by the average time needed for the execution of activities. For example, 13 minutes 
are needed (activities 14 and 15) for the parcel sorting task, and capacity is determined as 60/13=4.6 parcels per hour.

7	 Resource capacity for one day is obtained by multiplying the worker’s capacity and the number of engaged workers (column 5) by 21.5 
hours, which represents the total working time of employees with breaks, i.e. 3 shifts with half-hour breaks, and one hour lost in the 
preparation for work.

8	 In logistics, the resource implied utilization is calculated by the following formula (Cachon & Terwiesch, 2009): implied 
utilization=current throughput/capacity*100%, or adjusted to our case study, implied utilization=average number of shipments per 
day/resource capacity per one day*100%.
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Se
ct

or

Activities in the As-Is model

Number 
of 

workers 
per shift

Resource 
capacity6

(pieces of 
mail/hour)

Resource 
capacity 
per day7

The average 
number of 

pieces of mail 
per day

Total 
number of 
pieces of 

mail (month)

Implied 
utilization8

III

Sorting nonordinary mail 
for transhipment and 
delivery (activities 22, 27 
and 31)

2 2,000 43,000 24,946.9 773,354 58%

Sorting priority mail for 
transhipment and delivery 
(activities 22, 27 and 31)

5 5,000 107,500 98,955.9 3,067,635 92%

Sorting recommended let-
ters and standard dimen-
sion letters for dispatch 
and delivery (activities 22, 
27 and 31)

3 3,000 64,500 42,409.7 1,314,701 66%

IV Sorting postal items for 
delivery (activity 33) 5 5,000 107,500 71,357.9 2,212,095 66%

Total number of workers per shift 23
Total number of workers per day 
(three shifts) 69

Source: Authors

Table 3 Average mail processing time in minutes through the As-Is model for peak load days

Sector Number of 
pieces of mail

Average 
processing time

Average 
working time

Average
time spent waiting for 

processing 

I 11,416 1.09 0.03 1.06
II 393 33.95 7.96 25.99
III 1,259,967 1,791.92 0.1 1,791.81
IV 194,118 17.03 0.29 16.73
Total number of 
pieces of mail on 
peak load days

1,271,383 Total number of pieces of mail 
for transhipment 1,077,265

Processing lead time 1,778.45 minutes

Total time required to complete the process 5 days 20 hours and 52 
minutes

Source: Authors

During the peak load days (Table 4), in the standard 
mail sector, the implied utilization has drastically 
increased, and overreached capacity in the stan-
dard mail sector, which intuitively explains a long 
waiting time for resources in that sector (Table 4, 
column 8).
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Table 4 Bottleneck identification of the As-Is model during the peak load days
Se

ct
or

Activities in the As-Is model
Number 

of 
workers 
per shift

Resource 
capacity

(pieces of 
mail/hour)

Resource 
capacity 
per day

The average 
number of 

pieces of mail 
per day

Total number 
of pieces of 

mail (on peak 
days)

Implied 
utilization

I

Sorting parcels for tranship-
ment and delivery (activities 
10 and 11)

1 1,000 21,500 325.5 651 2%

Sorting letters for tranship-
ment and delivery (activities 
10 and 11)

3 3,000 64,500 5,382.5 10,765 8%

II

Sorting parcels for tranship-
ment and delivery-import 
(activities 14 and 15) 1

4.6 98.8 9 18 9%

Sorting parcels-export (ac-
tivities 14 and 15) 9.2 197.2 7.5 15 4%

Sorting letters for tranship-
ment and delivery-import 
(activities 14 and 15) 3

20 430 99 198 23%

Sorting letters-export (activi-
ties 14 and 15) 36 774 81 162 10%

III

Sorting nonordinary mail for 
transhipment and delivery 
(activities 22, 27 and 31)

2 2,000 43,000 64,245.5 128,491 149%

Sorting priority mail for 
transhipment and delivery 
(activities 22, 27 and 31)

5 5,000 107,500 424,019.5 848,039 394%

Sorting recommended letters 
and standard dimension let-
ters for dispatch and delivery 
(activities 22, 27 and 31)

3 3,000 64,500 47,113.5 94,227 73%

IV Sorting postal items for deliv-
ery (activity 33) 5 5,000 107,500 94,522 189,044 88%

Total number of workers per shift 23
Total number of workers per day 
(three shifts) 69

Source: Authors

As-Is model analysis showed that the PLC has dif-
ficulties in mail processing, especially on peak load 
days, due to a large number of mail and small op-
erational capacity. The analysis also showed that 
the PLC is a transit center due to a large number 
of transhipped mail. The main indicator of the op-
eration of each transit center is the duration of the 
overall processing lead time, which should be as 
short as possible to fulfil a specified level of service.

3.3.2 To-Be model

The To-Be model is a combination of manual and 
automated mail processing in the PLC. Automa-
tion involves the use of computers to control ma-
chines and processes to replace human labor. Au-

tomated processing only includes mail of standard 
sizes (dimensions ranging between 90x140 mm and 
120x235 mm). This model was developed because 
the Post of Serbia public enterprise planned to pur-
chase a machine for sorting mail of standard sizes 
(despite the price of this machine and a decline in 
the volume of mail of standard sizes).
The To-Be model is structurally equivalent to the 
As-Is model. The differences are in a reduced num-
ber of manual workers (from 73 to 54), and in a 
sorting machine allocated to the standard mail sec-
tor, which sorts only mail with standardized dimen-
sions. Figure 2 presents the process map for the To-
Be model.
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Figure 2 To-Be model (automated model)

Source: Authors

The To-Be model results are summarized in tables 
5 and 6. In To-Be, the longest processing time is in 
the customs sector, which is related to the govern-
ment policies and it is not possible to make changes 
to government policies to optimize the PLC mail 

processing. The second and a much more interest-
ing change is a big reduction in processing time in 
the standard mail sector caused by inserting a sort-
ing machine. 

Table 5 Average processing time per mail by To-Be model sectors

Sector Number of 
pieces of mail

Average 
processing time

Average 
working time

Average
time spent waiting for processing 

I 146,714 1.04 0.02 1.01

II 10,471 33.27 8.01 25.26

III 7,372,646 4.45 0.03 4.41

IV 2,350,375 4.83 0.11 4.71

Total number of pieces 
of mail in March 2023 7,519,357 Total number of pieces of 

mail for transhipment 5,242,636

Processing lead time 5.93 minutes

Source: Authors
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Table 6 Bottleneck identification in the To-Be model during mail processing
Se

ct
or

s

Activities in the To-Be model
Number 

of 
workers 
per shift

Resource 
capacity 
(mails/
hour)

Resource 
capacity 
per one 

day

The average 
number of 

pieces of mail 
per day

Total number of 
pieces of mail

Implied 
utilization

I

Sorting parcels for tran-
shipment and delivery 
(activities 10 and 11)

1 1,000 21,500 262 8,111 1%

Sorting letters for tran-
shipment and delivery 
(activities 10 and 11)

3 3,000 64,500 4,470 138,576 7%

II

Sorting parcels for tran-
shipment and delivery-im-
port (activities 14 and 15) 1

4.6 99 6 195 6%

Sorting parcels-export 
(activities 14 and 15) 9.2 197 4 131 2%

Sorting letters for tran-
shipment and delivery-im-
port (activities 14 and 15) 4

26.7 573 196 6,087 34%

Sorting letters-export 
(activities 14 and 15) 48 1,032 131 4,058 13%

III

Sorting nonordinary mail 
for transhipment and de-
livery (activities 22 and 23)

3 3,000 64,500 21,312 660,665 33%

Sorting machine activities 
(activities 22 and 23) 2 40,000 860,000 190,499 5,905,476 22%

IV Sorting postal mail for 
delivery (activities 26) 5 5,000 107,500 27,944 866,272 26%

Total number of workers per shift 19
 Total number of workers per 

day (three shifts) 57

Source: Authors

The use of machine dramatically reduces process-
ing time in the standard mail sector and makes 
work easier. However, it can be concluded from Ta-

ble 6 that monthly machine utilization is 22%. For 
this scenario, the simulation model results for peak 
load days are listed in tables 7 and 8.

Table 7 Average processing time by the To-Be model sectors for peak load days

Sectors Number of 
pieces of mail

Average 
processing time

Average 
working time

Average time spent waiting 
for processing 

I 11,416 1.1 0.03 1.07
II 393 33.77 7.95 25.82
III 1,259,967 5.7 0.03 5.67
IV 194,118 4.6 0.1 4.5
Total number of pieces 
of mail on peak load days 1,271,383 Total number of pieces of mail 

for transhipment 1,077,265

Processing lead time 6.38 minutes
Total time required to complete the process Within a period (2 days)

Source: Authors
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The results show that the To-Be model successfully 
sorts mail on peak load days and that machine ca-
pacity utilization on these days is 62%. Based on the 

analysis, it is determined that the To-Be model has 
almost five times the mail processing capacity of the 
actual monthly mail load.

Table 8 Bottleneck identification of the To-Be 1 model during the peak load days

Se
ct

or
s

Activities in the To-Be model
Number 

of workers 
per shift

Resource 
capacity 

(mails/hour)

Resource 
capacity per 

one day

The average 
number of 
pieces of 

mail per day

Total 
number of 
pieces of 

mail

Implied 
utilization

I

Sorting parcels for tran-
shipment and delivery 
(activities 10 and 11)

1 1,000 21,500 326 651 2%

Sorting letters for tran-
shipment and delivery 
(activities 10 and 11)

3 3,000 64,500 5,383 10,765 8%

II

Sorting parcels for tran-
shipment and delivery-
import
(activities 14 and 15) 1

4.6 99 9 18 9%

Sorting parcels-export 
(activities 14 and 15) 9.2 197 8 15 4%

Sorting letters for tran-
shipment and delivery-
import (activities 14 and 
15) 4

26.7 573 99 198 17%

Sorting letters-export (ac-
tivities 14 and 15) 48 1,032 81 162 8%

III

Sorting nonordinary mail 
for transhipment and 
delivery (activities 22 and 
23)

3 3,000 64,500 64,246 128,491 100%

Sorting machine activities 
(activities 22 and 23) 2 40,000 860,000 534,434 1,068,868 62%

IV Sorting postal mail for 
delivery (activities 26) 5 5,000 107,500 31,221 62,442 29%

Total number of workers per 
shift 19

 
 Total number of workers per 

day (three shifts) 57

Source: Authors

3.4	 Comparative analysis of the As-Is and To-Be 
models

Table 9 shows a comparative analysis that helps de-
termine which model is the best for application in 
the observed PLC. It can be seen in the table that 
the To-Be model is better, but that comes with the 

price since the To-Be model is significantly more 
expensive than As-Is, as it generates costs related to 
the investment in the sorting machine. These data 
call into question the need to automate the postal 
system of Serbia. 
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Table 9 Comparative analysis of the models

Models Processing lead time 
(month) [minutes]

Processing lead time 
(peak load days) 

[minutes]

Total time required to 
complete the process 

(peak load days)
Engaged resources

As-Is 57.49 1,778.45 5 days 20 hours and 52 
minutes 69 skilled workers

To-Be 5.93 6.38 On time (within 2 
days)

57 skilled workers + 
sorting machine

Source: Authors

4.	 Conclusion

In business logistics micro- and meta-systems, pro-
cesses can be represented as a series of related lo-
gistics activities executed using the working system 
resources to create value for the customers. The 
efficiency of the executed processes directly affects 
the overall efficiency of the entire logistics subject. 
This paper deals with this kind of problem. 

In this paper, through a case study in the postal cen-
ter as a distribution hub that exists within the postal 
logistics network of the Republic of Serbia, differ-
ent variants of the unfolding of logistics processes 
were investigated. In order to raise productivity 
and overcome operational difficulties, two process 
models were developed, and the results showed 
that through organizational and structural changes 
of the existing processes via the To-Be model, op-
erational problems can be eliminated sufficiently 
well. Besides, research results show that the use of 

DES in the PLC is fully justified and recommended. 
Research limitations are related to the implementa-
tion of reengineering changes in the To-Be model, 
which was beyond the scope of this paper. 

Findings from this paper have two practical imple-
mentations. The first implementation is to use As-
Is models as an insight into the current situation in 
the PLC. The second implementation is to use a To-
Be model as a decision support system for evaluat-
ing different solutions in the execution of logistics 
processes and also for argumentation in the plan-
ning of investments in machinery and equipment. 
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Abstract

Purpose: It can be stated that in today’s competitive conditions, where portfolio management is very im-
portant, it has become necessary to examine the relationship between global financial assets and major 
cryptocurrencies, such as Bitcoin and Ethereum. This paper aims to investigate the cointegration and cau-
sality relationships between Bitcoin, Ethereum, and global financial assets such as gold, oil, the S&P Global 
100, the Dow Jones Commodity, and the US Dollar Indices, and to determine the diversification role of 
Bitcoin and Ethereum comparatively for the period between April 2016 and January 2024.

Methodology: The ADF Unit Root, Johansen Cointegration, Granger Causality, Rolling Window Causality 
tests, and Variance Decomposition Analysis methods were used in the analysis process.

Results: Based on the findings obtained from the paper, it was determined that Bitcoin and Ethereum have 
no cointegration with selected financial asset classes. Granger causality analysis results indicated that there 
were unidirectional causalities from Bitcoin and Ethereum prices to Dow Jones Commodity Index prices. 
In addition to the results of the Rolling Window causality tests, it was also determined that there are some 
causalities between Bitcoin, Ethereum, and other variables, especially after the 2021-2022 period.

Conclusion: It can be concluded that Bitcoin and Ethereum are effective portfolio diversifiers throughout 
the entire period; however, the diversification effects of Bitcoin and Ethereum weakened towards the end 
of the review period. Therefore, it can be said that Bitcoin and Ethereum act similarly in the global invest-
ment portfolio.

Keywords: Bitcoin, Ethereum, global financial asset classes, diversifier, causality
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1.	 Introduction

The authority of central banks to control the 
amount of banknotes in the market can lead to 
negative economic conditions such as inflation. 
The Central Bank of the USA reduced the interest 
rates to stimulate the US economy in 2008, which 
unexpectedly led to significant losses. The effects 
of the 2008 global crisis that emerged in the same 
year spread all over the world; a large number of 
companies from various sectors were driven into 
bankruptcy, which indirectly accelerated the begin-
ning of a new currency era (Bhuiyan et al., 2021, 
pp. 1-2). Cryptocurrencies that emerged with these 
developments differ from traditional currencies be-
cause they are not issued or controlled by any gov-
ernment.

Bitcoin has dominated the cryptocurrency market 
from its inception to the present; it is a form of vir-
tual money with an intrinsic value of zero, issued 
through computer code in electronic wallets, can-
not be converted into anything, and does not have 
support of any Central Bank or any government. 
Bitcoin’s value cannot be evaluated as a convert-
ible material asset like gold or a currency like the 
dollar. It is determined by the mutual interaction of 
demand and supply. Since its inception in 2008, Bit-
coin has gained significant international recogni-
tion due to the potential of its underlying technolo-
gy to develop applications beyond currency. A new 
currency called Bitcoin facilitates person-to-person 
business transactions worldwide without the need 
for any intermediaries, reducing trade barriers and 
increasing efficiency. However, Bitcoin has always 
been approached with concern due to many rea-
sons such as its highly volatile structure, specula-
tive behavior, coding with mathematical formulas, 
inelastic money supply, and lack of legal security 
(Bouoiyour & Selmi, 2015, p. 3). Cryptocurrencies, 
which have become widespread with the emergence 
of Bitcoin, are experiencing increasing competition 
day by day, with new types of assets entering the 
market after this year. Several cryptocurrencies 
have been developed since then, but Bitcoin has 
dominated the market at all times. For instance, by 
mid-September 2023, Bitcoin achieved a value of 
over $500 billion, more than half of the total market 
value of cryptocurrencies, while Ethereum ranked 
second with approximately $190 billion (CoinMar-
ketCap, 2023).

Developments in the cryptocurrency market have 
led to an increase in academic studies aimed at un-
derstanding the financial structure of Bitcoin as a 
currency, investment instrument, and commod-
ity. The biggest obstacle to Bitcoin’s ability to serve 
as a unit of account, a medium of exchange, and a 
means of savings—key functions it must fulfill to be 
accepted as a currency—is the high volatility of its 
prices. However, it has not reached widespread use 
as a currency. If Bitcoin becomes more widely used 
as a currency, it will compete with other fiat cur-
rencies, affecting the value of the fiat currency and 
ultimately central bank monetary policies. On the 
other hand, it can be stated that if it is used as an 
investment, it can compete with many other assets 
such as government bonds, stocks and commodi-
ties (Baur et al., 2018a, pp. 187-188). 

The evaluation of Bitcoin as a new investable asset 
class has led to the investigation of its relationship 
with other financial assets and other cryptocurren-
cies and its adequacy as a safe haven, hedging tool 
and diversification tool as a financial asset. Some 
features distinguish assets that offer hedging, safe 
haven, and diversification benefits. Hedging is the 
situation where an asset is, on average, unrelated 
or negatively related to another asset or portfolio. 
Such an asset cannot effectively mitigate losses dur-
ing periods of market pressure or financial turmoil 
because it may be negatively correlated, on aver-
age, with a positive correlation during such periods 
and a negative correlation during normal times. A 
diversifier is a situation where an asset has an im-
perfect but, on average, positive correlation with 
another asset or portfolio. Like the hedging feature, 
the diversification feature does not specifically re-
duce losses in extremely adverse market conditions. 
However, a safe haven is a situation where an asset 
is negatively correlated or uncorrelated with an-
other asset or portfolio during periods of market 
pressure and financial turmoil. An asset with such a 
feature establishes a non-positive relationship with 
the portfolio in extremely negative market condi-
tions and creates a safe haven for investors (Baur 
& Lucey, 2010, p. 219). Volatility movements in the 
price of Bitcoin and Ethereum, appetite for profit as 
a result of price changes, and curiosity factors have 
made them financial assets that attract the atten-
tion of investors. As major cryptocurrencies like 
Bitcoin and Ethereum began to provide depth in the 
financial markets, it became necessary to reveal the 
relationship between major cryptocurrencies and 
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other investment instruments. Studies continue to 
discuss whether cryptocurrencies can be consid-
ered as an investment instrument, a diversification 
instrument in portfolios, a hedging instrument, and 
whether they are a currency.

It can be stated that it has become necessary for ra-
tional investors who prioritize the efficiency of their 
investments to examine the relationship between 
the major cryptocurrencies Bitcoin, Ethereum, and 
other global financial asset classes in today’s com-
petitive conditions, where portfolio management 
is very important. In this context, this paper aims 
to examine the cointegration and causality relation-
ships between Bitcoin, Ethereum, and global finan-
cial asset classes such as gold, oil, the Dow Jones 
commodity, the S&P100 stock, and the US dollar 
indices. The research findings aimed to make rec-
ommendations to investors, financial advisors, 
policymakers, portfolio managers, and especially 
Bitcoin and Ethereum investors in determining in-
vestment horizons. The study seeks to answer the 
following questions: Are there cointegration and 
causality relationships between major cryptocur-
rencies—specifically Bitcoin and Ethereum—and 
global financial asset classes? Additionally, do ma-
jor cryptocurrencies exhibit diversifying features 
relative to other assets, and can they serve as port-
folio diversifiers throughout the selected period?

2.	 Literature review

According to Van Wijk (2013), the Dow Jones index 
makes contributes significantly to Bitcoin prices in 
both the short and long term, as well as the euro-
dollar parity and oil prices in the long term. Briere 
et al. (2015) investigated the portfolio performanc-
es that included traditional assets and alternative 
investments, with or without Bitcoin. They applied 
correlation analysis, some portfolio performance 
measurement techniques, and spanning tests. They 
found that Bitcoin has a low correlation with other 
assets, offering diversification benefits to investors. 
As a result, it can be said that Bitcoin improves the 
risk-return balance of well-diversified portfolios. 
Georgoula et al. (2015) reported that time series 
analyses conducted to determine the relationship of 
Bitcoin prices with important variables, e.g. the 
S&P 500 index, revealed a negative relation and a 
good diversification alternative. Dyhrberg (2016) 
investigated the suitability of adding Bitcoin to a 
portfolio as a risk-hedging tool and argued that Bit-

coin has certain characteristics of gold in terms of 
its risk-hedging ability. She concluded that Bitcoin 
should be seen as a hedging tool in a portfolio that 
includes the dollar and stocks. As a result of their 
analysis of three commodity indices (S&P GSCI 
general commodity, energy commodity, and non-
energy commodity indices) and Bitcoin, including 
Bitcoin’s 2013 price collapse, Bouri, Jalkh, Molnár, 
and Roubaud (2017) found that before 2013 Bitcoin 
experienced a significant decline in relation to two 
indices. They stated that it had the feature of a risk-
hedging tool and a safe haven, but after 2013, it only 
offered a diversification feature. However, they ar-
gued that it was only diversifying for the non-ener-
gy commodity index throughout the entire period. 
The study of Bouri et al. (2017) stated that Bitcoin 
can be used for diversification purposes for many 
asset classes consisting of stocks, bonds, curren-
cies, and commodities, but it is a weak hedging tool. 
Bouoiyour and Selmi (2017) determined that Bit-
coin and Ethereum have a negative relationship 
with oil, S&P 500, and US bonds, and that crypto-
currencies are good diversifiers. Baur et al. (2018b) 
found that there was no relationship between as-
sets, including gold, paper banknotes, and com-
modities, and Bitcoin. Güleç et al. (2018) researched 
the relationship between Bitcoin and stock mar-
kets, interest rates, exchange rates, and commodity 
markets in Turkey. According to the analyses, a re-
lationship was found between Bitcoin prices and 
interest rates, but no significant relationship was 
found with other variables. Henriques and Sador-
sky (2018) examined the consequences of replacing 
gold in a portfolio with Bitcoin, using some of the 
GARCH models for their analysis. They concluded 
that the performance of portfolios that include Bit-
coin is higher than the others, so Bitcoin is a good 
diversifier. It is essential to say that the weight of 
Bitcoin is considerably lower. Öztürk et al. (2018) 
researched the relationship between Bitcoin and 
some asset groups with cointegration analysis to 
determine whether Bitcoin may be used as a new 
hedging tool. As a result of the study, they found 
that Bitcoin moves only with gold prices and is in-
dependent of other assets. This finding indicates 
that Bitcoin can be a good portfolio diversification 
instrument. Baumöhl (2019) concluded that Bitcoin 
and other cryptocurrencies provide diversification 
benefits for Euro, Yuan, Swiss Franc, Yen and Cana-
dian Dollar investors. Giudici and Abu-Hashish 
(2019) stated that the correlation between conven-
tional assets and Bitcoin is low; Bitcoin can be used 
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for diversification purposes in portfolios created 
with gold, oil, S&P 500, Euro, and Yuan. Kajtazi and 
Moro (2019) investigated the effects of including 
Bitcoin in US, European, and Chinese asset portfo-
lios. Analysis results showed that performance in-
creased in portfolios where Bitcoin was included, 
and this was due to an increase in returns rather 
than a decrease in volatility. Although Bitcoin has 
speculative features, it has been stated that it may 
be a good portfolio diversifier. Kliber et al. (2019) 
investigated which Bitcoin has hedging, safe haven, 
and diversification features against the stock index 
of five countries. Their analysis concluded that Bit-
coin is a safe haven in Venezuela, a diversifier in Ja-
pan and China, and a weak hedging tool in Sweden 
and Estonia. Akhtaruzzaman et al. (2020) examined 
the effect of Bitcoin’s diversification on global in-
dustry portfolios and bond indexes. They applied 
the VARMA DCC-GARCH method. According to 
the results, lower correlations were found between 
the variables so it can be said that Bitcoin is a hedge 
instrument. Bouri et al. (2020) examined the safe 
haven and hedging properties of cryptocurrencies 
during a decline in ten stocks. They argued that 
cryptocurrencies are valuable digital assets, but 
there is significant heterogeneity among them. 
They stated that Bitcoin is a safe haven against all 
US stocks, while some cryptocurrencies can be 
used as hedging tools for several sectors. Charfed-
dine et al. (2020) examined the diversification and 
hedging properties of Bitcoin and Ethereum against 
S&P500, gold, and oil prices. They concluded that 
cryptocurrencies are suitable for financial diversifi-
cation, risk protection features remain weak, and 
the relationship between cryptocurrencies and tra-
ditional assets is affected by external shocks. Das et 
al. (2020) compared the qualities of Bitcoin as a safe 
haven and a hedging tool with gold, commodities 
and the US dollar. As a result of their analysis, they 
stated that the hedging and safe haven features of 
each asset differ for different economic conditions 
and market situations; therefore, it is not possible to 
achieve both features under all conditions with a 
single asset. Dutta et al. (2020) found that both Bit-
coin and gold can be safe havens for hedging or di-
versification purposes during oil price volatility. 
Kang et al. (2020) investigated the relationship be-
tween gold futures, the US dollar, US stocks (S&P 
500), and treasury bills in a portfolio, and Bitcoin. 
Asymmetric Granger causality was found between 
Bitcoin and gold, indicating a relationship between 

the two. The findings suggest that Bitcoin can be 
used as a safe haven by investors to reduce risk and 
provide diversification benefits in portfolio risk 
management. Bakry et al. (2021) examined the di-
versifier effect of Bitcoin with different portfolio 
choices. They applied the Sharpe ratio for portfolio 
optimization. The results of the paper showed that 
Bitcoin acts as a diversifier and hedge for risk-seek-
ing investors, especially in relation to safe havens. 
Huang et al. (2021) analysed the diversification ef-
fect of Bitcoin in the periods before and after COV-
ID-19. They determined that Bitcoin contributes to 
diversification benefits to traditional assets among 
different major economies but the pandemic has 
altered the diversification role of Bitcoin in the mar-
kets, with the exception of the United States of 
America. Qarni and Gulzar (2021) examined the 
diversification effect of Bitcoin against currency 
market portfolios. They applied the spillover index 
and frequency connectedness methods. According 
to the results, there was a low level of integration 
and asymmetric volatility spillover between Bitcoin 
and other currency pairs. Bitcoin is found to pro-
vide significant diversification benefits to other cur-
rency portfolios, especially euro portfolios. Maghy-
ereh and Abdoh (2022) examined the volatility 
connectedness between Bitcoin and traditional fi-
nancial assets during the COVID-19 period. The 
findings of the analysis indicated that the volatility 
dynamics were negative and weak before the pan-
demic and positive during the pandemic. The vola-
tility connectedness of bitcoin-gold and bitcoin-
foreign exchange pairs is significant in the short 
term, but bitcoin-oil and bitcoin-stock pairs are 
significant in the intermediate term. Bhuiyan et al. 
(2023) investigated the performance of Bitcoin with 
stock markets advanced economies and its diversi-
fication potential by wavelet analysis in the 2014-
2022 period. The results indicated that Bitcoin is a 
diversifier against gold in all indices; Bitcoin showed 
a low increase with all indices, with the exception of 
gold, especially in the short term. Bouri et al. (2023) 
investigated the relationship between Bitcoin and 
US stock markets in the 2017-2021 period. The re-
sults showed that Bitcoin prices have significant 
predictability for US stock volatility. Hanif et al. 
(2023) investigated the connectedness between 
cryptocurrencies (Bitcoin and Ethereum), stock 
markets, and gold and oil prices by using time-fre-
quency models in the 2020-2022 period. They con-
cluded that cryptocurrencies, stock markets and 
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commodities are highly interconnected in terms of 
volatility. Özbek (2023) examined the relationship 
between Bitcoin and BIST100, and S&P500 indexes 
to assess Bitcoin’s features as a diversification or 
hedging instrument from 2020 to 2022. The results 
indicated no relationship between Bitcoin and the 
BIST100 index over the whole period, while a rela-
tionship was observed between Bitcoin and the 
S&P500 index in three-fifths of the period. It can be 
said that Bitcoin is a good diversifier but it loses this 
feature towards the end of the period for S&P500 
investors.

It can be seen in the literature that there are many 
studies examining the interaction between Bitcoin 
and other investment instruments and the diversi-
fying role of Bitcoin. However, in these studies, the 
existence of the relationship between Bitcoin and 
investment instruments, the existence and direc-
tion of the causality relationship, and the differ-
ence in the study results regarding the diversifying 
role of Bitcoin were the motivations for research 
presented in this paper. Comparative analysis of 
the findings in terms of Bitcoin and Ethereum, as 

1	 World Gold Council, https://www.gold.org 

2	 Investing, https://tr.investing.com 

3	 US Energy Information Administration, https://www.eia.gov 

well as the use of two different methods in causal-
ity analysis, such as the Granger and Rolling Win-
dow Causality test, aimed at determining whether 
the causality relations between the variables and 
diversifier effects differ during the review period, 
distinguish the paper from similar ones and it can 
be stated that the paper will contribute to the litera-
ture in this direction.

3.	 Data

The relationship between global financial asset 
classes and Bitcoin and/or Ethereum was examined 
in the study. Gold prices, the US dollar index, WTI 
crude oil prices, Dow Jones Commodity, and S&P 
Global 100 were used as financial asset classes. The 
data set consists of daily data for the period from 
April 2016 to January 2024. Spot gold price (dollar/
ounce) shows the gold price in dollars per ounce. 
Logarithmic transformation was applied to the data 
used in the study. The variables used in the study, 
their abbreviations, and the sources they were ob-
tained from are given in Table 1.

Table 1 Variables used in the study

Variable Abbreviation Source

Bitcoin Prices BTC Coinmarketcap

Ethereum Prices ETH Coinmarketcap

Gold Prices GLD World Gold Council1

US Dollar Index USDX Investing2

Oil Prices WTI US Energy Information Administration3

Dow-Jones Commodity Index DJCI Investing

S&P Global100 Index SP100 Investing

Source: Author

Time-dependent oscillation graphs of the variables 
used in the study are given in Figure 1.

https://www.gold.org
https://tr.investing.com
https://www.eia.gov
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Figure 1 Time-dependent oscillation graphs of variables
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As can be seen in Figure 1, Bitcoin and Ethereum 
prices started to increase in 2017. Prices, which 
decreased towards the end of 2018, started to in-
crease again after 2019 and peaked. The fact that 
Bitcoin and Ethereum were unusual investment 
tools when they were first introduced contributed 
to their initial lack of demand. However, sharp price 
increases that occurred later along with the increas-
ing demand caused it to be seen as an important 
investment tool by investors. The developments 
in the course of other global financial asset class-
es discussed in the study as alternatives to Bitcoin 
and Ethereum are also shown in Figure 1. There are 
sharp decreases in stock indices, oil prices, and the 
dollar index. Sharp increases in gold, Bitcoin, and 
Ethereum prices are noteworthy, especially during 
the COVID-19 pandemic period.

4.	 Research method and findings

The presence of unit roots in econometric analysis 
shows that a time series is not stationary. Since non-
stationary time series will cause spurious regression 
problems in the analyses, stationarity testing must 
be done and non-stationary series must be made 
stationary (Gujarati, 1999, p. 713). Unit root tests 
commonly used in stationarity testing of time se-
ries are Augmented Dickey and Fuller - ADF (1979), 
Phillips (1987) and Perron (1988) - PP, and Kwiat-
kowski, Phillips, Schmidt, and Shin (1992) - KPSS. 
In the study, the stationarity of the time series was 
tested using the ADF unit root test. Distribution 
theory supporting the ADF test assumes that the 
error terms are statistically independent and have 
a constant variance. The regression equation used 
for the ADF unit root test is equation (1) (Mushtaq, 
2011, pp. 10-11). The fact that the ADF-t statisti-
cal values obtained as a result of the ADF unit root 
test are greater than the MacKinnon critical values 
in absolute terms indicates that the time series are 
stationary. Otherwise, the time series must be dif-
ferentiated to ensure their stationarity:
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The Granger causality test is an analysis method in which one-way or two-way relationships 

between variables are investigated without distinguishing between dependent and independent 

variables (Tarı, 2015, p. 436).

The rolling window causality test developed by Balcilar et al. (2010) is important in terms of 

showing the change in the causality relationship in different periods. The null hypothesis based 

on the causality relationship predicts that there is no Granger causality between the variables. 

According to the test results, the Bootstrap-p value must be below the 5% or 10% critical value 

for the null hypothesis to be rejected and the alternative hypothesis to be accepted (Balcilar et 

al., 2010, p. 1403). In this context, rolling window causality test results will be evaluated in 

terms of determining the mutual causality relationships between the dependent variables and 

each independent variable.

Variance decomposition analysis shows the severity of the error variance estimated for the 

mobility caused by each of the independent variables at different time horizons beyond the 

selected period (Ahad, 2017, p. 820). After determining the significant causality relationships 

between variables with the Granger causality test, variance decomposition analysis is applied 

to examine the effect level of these causalities.

In the analysis of this paper, the relationship and the causality between Bitcoin, Ethereum, and 

global financial asset classes was examined for the period between April 2016 and January 

2024. The econometric models are as follows:

Model 1:

LBTCt = αt + β1 LDJCt + β2 LGLDt + β3 LSPG100t + β4 LUSDXt + β5 LWTt + εt, (6) 

Model 2:                

LETHt = αt + β1 LDJCt + β2 LGLDt + β3 LSPG100t + β4 LUSDXt + β5 LWTt + εt, (7) 

where αt is the constant coefficient, βt is the slope coefficient, t are the periods, and εt is the 

error term in equations 6 and 7.

In time series analyses, firstly, the ADF unit root test was applied to ensure that there is no 

spurious regression between the variables, in other words, to check the stationarity of the series. 

The Johansen cointegration test was applied to the series that were stationary at their first 

differences. Then, the Granger causality test was applied to test the existence of causality 

	 (4)
𝑋𝑋𝑋𝑋𝑡𝑡𝑡𝑡 =  ∑ 𝛼𝛼𝛼𝛼𝑖𝑖𝑖𝑖𝑌𝑌𝑌𝑌𝑡𝑡𝑡𝑡−𝑖𝑖𝑖𝑖 + ∑ 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖−1 𝑋𝑋𝑋𝑋𝑡𝑡𝑡𝑡−𝑖𝑖𝑖𝑖 + 𝑈𝑈𝑈𝑈1𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖−1                                                                                           (4)

𝑌𝑌𝑌𝑌𝑡𝑡𝑡𝑡 =  ∑ 𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖𝑋𝑋𝑋𝑋𝑡𝑡𝑡𝑡−𝑖𝑖𝑖𝑖 +  ∑ 𝜃𝜃𝜃𝜃𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖−1 𝑋𝑋𝑋𝑋𝑡𝑡𝑡𝑡−𝑖𝑖𝑖𝑖 +  𝑈𝑈𝑈𝑈2𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛

𝑖𝑖𝑖𝑖−1                                                                                             (5)

The Granger causality test is an analysis method in which one-way or two-way relationships 

between variables are investigated without distinguishing between dependent and independent 

variables (Tarı, 2015, p. 436).

The rolling window causality test developed by Balcilar et al. (2010) is important in terms of 

showing the change in the causality relationship in different periods. The null hypothesis based 

on the causality relationship predicts that there is no Granger causality between the variables. 

According to the test results, the Bootstrap-p value must be below the 5% or 10% critical value 

for the null hypothesis to be rejected and the alternative hypothesis to be accepted (Balcilar et 

al., 2010, p. 1403). In this context, rolling window causality test results will be evaluated in 

terms of determining the mutual causality relationships between the dependent variables and 

each independent variable.

Variance decomposition analysis shows the severity of the error variance estimated for the 

mobility caused by each of the independent variables at different time horizons beyond the 

selected period (Ahad, 2017, p. 820). After determining the significant causality relationships 

between variables with the Granger causality test, variance decomposition analysis is applied 

to examine the effect level of these causalities.

In the analysis of this paper, the relationship and the causality between Bitcoin, Ethereum, and 

global financial asset classes was examined for the period between April 2016 and January 

2024. The econometric models are as follows:

Model 1:

LBTCt = αt + β1 LDJCt + β2 LGLDt + β3 LSPG100t + β4 LUSDXt + β5 LWTt + εt, (6) 

Model 2:                

LETHt = αt + β1 LDJCt + β2 LGLDt + β3 LSPG100t + β4 LUSDXt + β5 LWTt + εt, (7) 

where αt is the constant coefficient, βt is the slope coefficient, t are the periods, and εt is the 

error term in equations 6 and 7.

In time series analyses, firstly, the ADF unit root test was applied to ensure that there is no 

spurious regression between the variables, in other words, to check the stationarity of the series. 

The Johansen cointegration test was applied to the series that were stationary at their first 

differences. Then, the Granger causality test was applied to test the existence of causality 

	 (5)

The Granger causality test is an analysis method in 
which one-way or two-way relationships between 
variables are investigated without distinguishing 
between dependent and independent variables 
(Tarı, 2015, p. 436).

The rolling window causality test developed by Bal-
cilar et al. (2010) is important in terms of showing 



Saka Ilgin, K.:Can the major cryptocurrencies be used as a portfolio diversifier?: Analysis of the relationship between Bitcoin, Ethereum, 
and global financial asset classes

306 Vol. 37, No. 2 (2024), pp. 299-318

the change in the causality relationship in different 
periods. The null hypothesis based on the causality 
relationship predicts that there is no Granger cau-
sality between the variables. According to the test 
results, the Bootstrap-p value must be below the 5% 
or 10% critical value for the null hypothesis to be re-
jected and the alternative hypothesis to be accepted 
(Balcilar et al., 2010, p. 1403). In this context, rolling 
window causality test results will be evaluated in 
terms of determining the mutual causality relation-
ships between the dependent variables and each 
independent variable.

Variance decomposition analysis shows the sever-
ity of the error variance estimated for the mobil-
ity caused by each of the independent variables at 
different time horizons beyond the selected period 
(Ahad, 2017, p. 820). After determining the signifi-
cant causality relationships between variables with 
the Granger causality test, variance decomposition 
analysis is applied to examine the effect level of 
these causalities.

In the analysis of this paper, the relationship and the 
causality between Bitcoin, Ethereum, and global fi-
nancial asset classes was examined for the period 
between April 2016 and January 2024. The econo-
metric models are as follows:

Model 1:

LBTCt = �αt + β1 LDJCt + β2 LGLDt +  
β3 LSPG100t + β4 LUSDXt +  
β5 LWTt + εt,    	 (6)   

Model 2:

LETHt = �αt + β1 LDJCt + β2 LGLDt +  
β3 LSPG100t + β4 LUSDXt +  
β5 LWTt + εt,    	 (7)   

where αt is the constant coefficient, βt is the slope 
coefficient, t are the periods, and εt is the error term 
in equations 6 and 7.

In time series analyses, firstly, the ADF unit root 
test was applied to ensure that there is no spurious 
regression between the variables, in other words, to 
check the stationarity of the series. The Johansen 
cointegration test was applied to the series that 
were stationary at their first differences. Then, the 
Granger causality test was applied to test the exist-
ence of causality between asset classes and Bitcoin, 
and Ethereum. It is aimed to strengthen the findings 
by reanalyzing the causal relationships between 
variables in terms of different periods with rolling 
window causality analysis. The variance decompo-
sition test was applied to determine the extent of 
the effect of this causality on Bitcoin and Ethereum, 
if causality was present. ADF unit root test results 
are given in Table 2.

Table 2 ADF unit root test

Variable
ADF unit root test (trend & constant)

Level tstatistics p 1.Difference tstatistics p

LBTC -1.985 0.601 -7.895 0.000*

LETH -1.843 0.675 -7.986 0.000*

LDJCI -1.902 0.645 -7.730 0.000*

LGLD -2.622 0.271 -9.950 0.000*

LSPG100 -2.839 0.187 -10.27 0.000*

LUSDX -2.012 0.586 -8.578 0.000*

LWTI -2.942 0.154 -7.076 0.000*

Critical values
1% 
5% 

10% 

-2.590
-1.944
-1.614

* indicates a 1% statistical significance level.

Source: Author’s estimate



Saka Ilgin, K.:Can the major cryptocurrencies be used as a portfolio diversifier?: Analysis of the relationship between Bitcoin, Ethereum, 
and global financial asset classes

307Vol. 37, No. 2 (2024), pp. 299-318

According to Table 2, when the first differences of 
all variables were taken at the 1% significance level, 
it was determined that t-statistics in absolute terms 
were greater than the MacKinnon critical values. 
This finding shows that all-time series are not sta-
tionary at I(0), but time series are stationary at I(1) at 

the 1% significance level. The VAR (Vector Autore-
gression) model was created by first determining the 
lag length to investigate the long-term relationship 
between time series determined to be stationary at 
the same level. Table 3 presents the lag length criteria 
and optimal lag lengths for the established models.

Table 3 Lag length criteria for Model 1 and Model 2

 Lag LogL LR FPE AIC SC HQ

Model 1

0  324.3309 NA   2.466e-11 -7.403045 -7.231811 -7.334131

1  851.4145  968.3628   2.70e-16*  -18.82359*  -17.62496*  -18.34120*

2  884.4094 56.01462*  2.93e-16 -18.75371 -16.52767 -17.85783

Model 2

0  286.7775 NA   5.88e-11 -6.529709 -6.358476 -6.460795

1  817.0772  974.2716*   6.00e-16*  -18.02505*  -16.82642*  -17.54266*

2  844.4409 46.45458  7.42e-16 -17.82421 -15.59817 -16.92833
* indicates the optimal lag length. 
Source: Author’s estimate

It was found that various information criteria for 
the study’s models reached their minimum values 
for lag 1, as shown in Table 3. To determine the 
optimum lag length of the models, hypothetical 
tests of the model were carried out based on the ap-

propriate lag length. It was examined whether the 
inverse roots of the AR-characteristic polynomials 
were within the unit circle to determine whether 
the model established according to appropriate lag 
lengths was stable.

Figure 2 Inverse roots graph of AR-characteristic polynomials of the models
Model 1                                                                                 Model 2
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Source: Author’s estimate
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Figure 2 shows that the inverse roots of the AR-
characteristic polynomials are located within the 
unit circle and the established models are stable.

After determining that the models were stable, LM 
and White tests were performed to test the auto-

correlation and heteroscedasticity problems in the 
models presented in Table 4, which indicates that 
there were no autocorrelation and heteroscedastic-
ity problems in the models since the p-probability 
values of the tests were greater than 0.05.

Table 4 Autocorrelation and heteroscedasticity test results

Lag length LM test p-probability White test p-probability 

Model 1 1 0.1966 0.2374

Model 2 1 0.1737 0.3518
Source: Author’s estimate

VAR(1) models were established and the VAR mod-
el-based Johansen cointegration test was applied. 

Johansen cointegration test results are presented in 
Table 5.

Table 5 Johansen cointegration test

Model 1
Trace Maximum eigenvalue

Cointegration 
number Eigenvalue Trace 

statistic
0.05 Critical 

value p Max-eigen 
statistic

0.05 Kritik 
Değer p

None  0.267559 82.06125 95.75366  0.2990 28.64622 40.07757  0.5161

At most 1  0.229132 53.41503 69.81889  0.4870 23.94190 33.87687  0.4598

At most 2  0.139737 29.47313 47.85613  0.7454 13.84760 27.58434  0.8330

At most 3  0.090908 15.62554 29.79707  0.7383 8.768437 21.13162  0.8507

At most 4  0.071801 6.857099 15.49471  0.5943 6.854807 14.26460  0.5065

At most 5  2.49E-05 0.002292 3.841465  0.9598  0.00229 3.841465  0.9598
Model 2

Trace Maximum eigenvalue
Cointegration 

number Eigenvalue Trace 
statistic

0.05 Critical 
value p Max-eigen 

statistic
0.05 Kritik 

Değer p

None  0.273406 82.30789 95.75366  0.2917 29.38365 40.07757  0.4651

At most 1  0.232287 52.92424 69.81889  0.5085 24.31927 33.87687  0.4325

At most 2  0.153746 28.60497 47.85613  0.7868 15.35806 27.58434  0.7194

At most 3  0.086801 13.24690 29.79707  0.8800 8.353706 21.13162  0.8808

At most 4  0.051576 4.893196 15.49471  0.8201 4.871780 14.26460  0.7579

At most 5  0.000233 0.021417 3.841465  0.8836 0.021417 3.841465  0.8836
Source: Author’s estimate

Based on the cointegration analysis results pre-
sented in Table 5, it was found that there were no 
cointegration equalities at a 5% significance level 
for the established models. Therefore, it can be said 
there are no long-term relationships between the 
variables used in the established models.

The VAR-based Granger causality test was applied 
to the model to examine the causality relationship 
and it was not found to have a cointegration rela-
tionship. Granger causality test results are present-
ed in Table 6.
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Table 6 Granger causality test results

H0 hypothesis F-statistics p-probability

LDJCI →LBTC. 0.34035 0.5611

LBTC →LDJCI. 4.42326 0.0382**

LGLD →LBTC. 1.48726 0.2258

LBTC →LGLD. 1.59241 0.2102

LSPG100 →LBTC. 0.59903 0.4410

LBTC →LSPG100. 2.63308 0.1082

LUSDX →LBTC. 0.26403 0.6086

LBTC →LUSDX. 0.19364 0.6610

LWTI →LBTC. 1.53751 0.2182

LBTC →LWTI. 2.06117 0.1546

LDJCI →LETH. 0.01497 0.9029

LETH →LDJCI. 4.04539 0.0473**

LGLD →LETH. 2.05614 0.1551

LETH →LGLD. 0.18879 0.6650

LSPG100 →LETH. 1.45198 0.2314

LETH →LSPG100. 0.44902 0.5045

LUSDX →LETH. 0.01102 0.9166

LETH →LUSDX. 0.22864 0.6337

LWTI →LETH. 1.10472 0.2960

LETH →LWTI. 3.40931 0.0681

** indicates 5% statistical significance levels. 
Source: Author’s estimate

According to Table 6, unidirectional causality rela-
tionships have been identified from the LBTC and 
LETH variables to the LDJCI variable. The results 
obtained from the Granger causality test indicate 
that Bitcoin and Ethereum prices Granger-cause 
the Dow Jones Commodity Index. It can be stated 
that the change in the Bitcoin and Ethereum prices 
caused a change in Dow Jones Commodity Index 
prices. The results obtained from the Granger cau-
sality test indicate that there is no causality rela-
tionship between Bitcoin, Ethereum, and other 
variables.

The rolling window causality test (Balcilar et al., 
2010) was applied to determine whether there is 
a causal relationship between the variables in the 
estimated models for different periods. The results 
were also compared with classical Granger causal-
ity analysis. Figures 3 and 4 show the rolling win-
dow causality test results for Model 1 and Model 2, 
respectively. Bootstrap p (probability)-values of LR 
statistics were calculated to test the null hypothesis 
that the dependent variable/independent variable 
does not Granger-cause the independent variable/
dependent variable.
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Figure 3 Rolling window causality results of Model 1
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Figure 4 Rolling window causality results of Model 2
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According to Figure 3, Rolling window causality 
test results of Model 1, there is a one-way causal-
ity between LBTC-LDJCI variables. It means that 
Bitcoin prices Granger-cause the Dow Jones Com-
modity Index prices. There are causalities in May 
2018, May to September 2022, February and Sep-
tember to December 2023, and January 2024. This 
finding is in line with the classic Granger causality 
test. In contrast to the classic Granger causality 
test, there is a causality between LBTC-LUSDX in 
October 2018, March, April, June and August 2021, 
and May-July 2022. It means that Bitcoin prices 
Granger-cause the US Dolar Index prices. However, 
unlike the classic Granger causality test, it can be 
said that there are some weak causalities, too. There 
is a weak one-way causality between LGLD-LBTC 
in August-October 2022. There is a weak bidirec-
tional causality between LSPG100-LBTC variables 
in April 2022, January and March 2023, and LBTC-
LSPG100 in July 2022. There is a bidirectional cau-
sality between LBTC and LUSDX variables, and a 
weak causality between LUSDX-LBTC in Novem-
ber and December 2017, and May 2018. Further-
more, there is a weak causality between LWTI-
LBTC only in May 2023.

According to Figure 4, Rolling window causality test 
results of Model 2, it can be stated that there are 
bidirectional causalities between all variables, al-
though some are weak. There is a causality between 
LETH-LDJCI variables. It means that Ethereum 

prices Granger-cause the Dow Jones Commodity 
Index prices. There are causalities in February 2020, 
May-October 2022, February, March, November 
and December 2023, and January 2024. This find-
ing is parallel to the classic Granger causality test. 
However, unlike the Granger causality test, there is 
a weak causality between LDJCI-LETH variables at 
the end of 2018 and 2019. In contrast to the classic 
Granger causality test, there is a causality between 
LETH-LGLD in the July-October 2018 period, and 
in December 2023 and January 2024. It means that 
Ethereum prices Granger-caused the gold prices 
in these periods. Also, there is a causality between 
LETH-LUSDX in November 2019, February 2021, 
and May, August, and October 2022. Unlike the 
classic Granger causality test, the rolling window 
causality test suggests that there are some other 
weak causalities, too. For example, there is a weak 
LGLD-LETH causality in September and October 
2022, a weak LSPG100-LETH causality in March, 
April, and November 2022, a weak LETH-LSPG100 
causality in February 2021, a weak LWTI-LETH 
causality in May and June 2023, and a weak LETH-
LWTI causality in February 2020. 

The aim is to determine the extent to which Bitcoin 
and Ethereum prices are affected by their shocks 
and the shocks of the independent variables consid-
ered, with variance decomposition analysis. Figures 
5 and 6 show the variance decomposition analysis 
results of Models 1 and 2, respectively.
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Figure 5 Variance decomposition analysis results of Model 1

 Period S.E. LBTC LDJCI LGLD LSPG100 LUSDX LWTI

 1  0.206486  100.0000  0.000000  0.000000  0.000000  0.000000  0.000000

 2  0.284327  99.42769  0.003313  0.072994  0.452112  0.011219  0.032676

 3  0.340685  98.60005  0.004028  0.229966  1.076226  0.015626  0.074107

 4  0.385914  97.71978  0.036723  0.449988  1.678233  0.012957  0.102318

 5  0.424013  96.82484  0.139050  0.712505  2.200199  0.013047  0.110361

 6  0.457061  95.89656  0.335423  1.000408  2.637590  0.027420  0.102594

 7  0.486321  94.90566  0.634068  1.300614  3.003450  0.065588  0.090625

 8  0.512635  93.82938  1.029537  1.603669  3.314158  0.133860  0.089400

 9  0.536593  92.65640  1.506909  1.903069  3.584380  0.235369  0.113876

 10  0.558620  91.38650  2.046001  2.194575  3.825744  0.370630  0.176550

Cholesky ordering: 	 LBTC 	 LDJCI 	 LGLD 	 LSPG100 	 LUSDX 	 LWTI
Source: Author’s estimate

Figure 6 Variance decomposition analysis results of Model 2

 Period S.E. LETH LDJCI LGLD LSPG100 LUSDX LWTI

 1  0.315431  100.0000  0.000000  0.000000  0.000000  0.000000  0.000000

 2  0.433453  99.61692  0.017539  0.051308  0.144783  0.001536  0.167914

 3  0.517965  98.99865  0.021069  0.164671  0.368777  0.001119  0.445716

 4  0.585009  98.29333  0.016517  0.328236  0.613065  0.003565  0.745288

 5  0.640724  97.55949  0.025946  0.529114  0.855263  0.017188  1.012999

 6  0.688219  96.81239  0.069802  0.755851  1.089985  0.050070  1.221901

 7  0.729341  96.04911  0.160352  0.999267  1.319002  0.108416  1.363853

 8  0.765311  95.26115  0.300908  1.252477  1.546573  0.196126  1.442764

 9  0.797004  94.44030  0.487543  1.510568  1.777340  0.314975  1.469270

 10  0.825082  93.58096  0.711548  1.770177  2.015452  0.465048  1.456813

Cholesky ordering: 	 LETH 	 LDJCI 	 LGLD 	 LSPG100 	 LUSDX	 LWTI
Source: Author’s estimate

Examination of Figure 5 reveals that Bitcoin prices 
are influenced by approximately 91% of changes 
in their lagged values, with 3.8% attributed to the 
SPG100 index, 2.2% to gold prices, 2.0% to the 
DJCI index, 0.4% to the USDX index, and 0.2% to 
oil prices. Initially, Bitcoin prices were entirely in-
fluenced by their shocks, but this rate decreased to 
approximately 91% with a 10-period delay. In con-
trast, Figure 6 shows that Ethereum prices are af-
fected by about 94% of changes in their lagged val-
ues, with 2.0% attributed to the SPG100 index, 1.8% 

to gold prices, 1.5% to oil prices, 0.7% to the DJCI 
index, and 0.5% to the USDX index. Like Bitcoin, 
Ethereum prices were initially fully affected by their 
shocks, but this rate decreased to around 89% after 
a 10-period delay.

5.	 Conclusion

This paper aims to reveal the cointegration and 
causality relationships between major cryptocur-
rencies, Bitcoin and Ethereum, and global finan-
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cial asset classes, the diversifying feature of cryp-
tocurrencies for other assets, as well as to make 
recommendations to investors, financial advisors, 
policymakers, and especially Bitcoin and Ethereum 
investors, in line with the findings. The findings re-
late to asset allocation, hedging, risk management, 
financial stability, investment decisions, and portfo-
lio diversification. This paper aims to fill a gap in the 
literature by conducting a comparative analysis of 
the major cryptocurrencies Bitcoin and Ethereum, 
and examining whether the diversification effect 
remains consistent throughout the review period. 
Although cryptocurrencies are considered highly 
speculative, they have been included in the invest-
ment asset class, especially in recent years. In this 
way, the relationship between two important cryp-
tocurrencies and global financial assets was com-
paratively analyzed, and depending on whether 
there was a relationship or not, the study aimed to 
determine whether they would provide diversifica-
tion benefits in the portfolios created with these as-
sets. In this paper, Johansen cointegration, Granger 
causality, rolling window causality, and variance 
decomposition analyses were applied to reveal the 
relationships between selected global financial as-
set classes and Bitcoin and Ethereum, as well as the 
diversification features of these cryptocurrencies.

The results of the research study indicate that there 
are no cointegration relationships between Bit-
coin and Ethereum and selected global financial 
asset classes. One of the main reasons for the lack 
of relationship may be that Bitcoin and Ethereum 
exhibit high variance, while the other variables 
have low variance. Another reason may be be-
cause financial asset classes other than Bitcoin and 
Ethereum depend on a certain central authority 
and are traded under certain rules. Because of that, 
cyrptocurrencies represent virtual assets created 
without any authority, as stated. When we look 
at volatility movements in the markets in recent 
years, it appears that the low transaction volume 
of cryptocurrencies, compared to other traditional 
investment instruments, contributes to the lack of 
relationship between Bitcoin, Ethereum and these 
instruments. This finding is compatible with simi-
lar studies in the literature (Bouri et al. (2017), Baur 
et al. (2018b), Güleç et al. (2018), Giudici & Abu-
Hashish (2019) and Özbek (2023)). However, this 
finding is opposite to a similar study in the litera-
ture by Van Wijk (2013). Granger causality analy-
sis results indicated that there are no significant 

causality relationships between the variables, with 
the exception of significant unidirectional causali-
ties from Bitcoin and Ethereum prices to the Dow 
Jones Commodity Index. The causalities between 
asset classes, except Bitcoin, Ethereum, and DJCI. 
This finding aligns with the findings in the litera-
ture ((Bouri et al. (2017a), and Kang et al. (2020)). 
As of December 2017, cryptocurrencies, especially 
Bitcoin, started to be traded in the futures market 
of the US Chicago Commodity Exchange, revealing 
that cryptocurrencies can be considered as com-
modities. Because of that, there may be a causal-
ity relationship between Bitcoin, Ethereum, and 
the commodity index. Hence, it can be stated that 
Bitcoin and Ethereum are not good diversifiers for 
a portfolio containing the Dow Jones Commodity 
Index, but they are good diversifiers for a portfo-
lio containing gold, oil, the S&P100 stock, and the 
US dollar investments. The unidirectional causality 
obtained from Bitcoin and Ethereum prices to Dow 
Jones Commodity Index prices shows that the ma-
jor cryptocurrency prices have a significant impact 
on Dow Jones Commodity Index prices. That is why 
Bitcoin and Ethereum cannot be used as diversifica-
tion instruments within a portfolio containing the 
Dow Jones Commodity Index. Therefore, because 
the Bitcoin and Ethereum markets and the global 
financial system have no long-term relationship 
and causality relationships, with the exception of 
the Dow Jones Commodity Index, it can be stated 
that these major cryptocurrencies act separately 
from selected global financial asset classes, other 
than the Dow Jones Commodity Index, throughout 
most of the review period. It includes a suggestion 
for investors to include Bitcoin or Ethereum in a 
portfolio created from selected global financial as-
sets so that they can have a better diversified, and 
hence better risk-balanced, portfolio. These find-
ings are parallel to Briere et al. (2015), Georgoula 
et al. (2015), Bouoijour and Selmi (2017), Baumöhl 
(2019), Kajtazi and Mono (2019), Kang et al. (2020), 
Charfeddine et al. (2020), Dutta et al. (2020), Qarni 
and Gulzar (2021), Bhuiyan et al. (2023), Bouri et al. 
(2023), and Hanif et al. (2023). However, a causal-
ity relationship found between most of the selected 
financial assets and Bitcoin and Ethereum, espe-
cially after 2021-2022, obtained as a result of roll-
ing window causality analysis, suggests that there 
is a loss in the diversification feature of Bitcoin 
and Ethereum. Given that this period coincides 
with negative developments in the economy after 
the COVID-19 period, which is a global epidemic 
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disease, it can be stated that the negative atmos-
phere in the cryptocurrency markets has spread to 
other global investment instruments. However, the 
significant increases observed in the transaction 
volume of Bitcoin and Ethereum in recent years, 
similar to other assets, can be seen as an element 
contributing to the causality observed between 
Bitcoin, Ethereum, and selected global financial as-
sets. Similarly, in their studies, Huang et al. (2021), 
Maghyereh and Abdoh (2022), Hanif et al. (2023), 
and Özbek (2023) concluded that there was a loss 
in Bitcoin’s diversification ability after COVID-19. 
Variance decomposition analysis indicates that Bit-
coin prices are affected by approximately 91% of 
changes in their lagged values, while 9% is attrib-
uted to the selected global financial asset prices. 
Ethereum prices are affected by approximately 94% 
of the changes in their lagged values, and 6% are at-
tributed to the selected global financial asset prices. 
These findings indicate that compared to Ethereum, 
Bitcoin prices are more affected by these global fi-
nancial asset classes; however, it can be stated that 
the level of influence is low for both Bitcoin and 
Ethereum. Bitcoin and Ethereum can provide diver-
sification benefits to portfolios as a result of their 
inclusion in investment portfolios, with the find-
ing that Bitcoin and Ethereum act separately from 
selected global financial assets. It can be said that 
Bitcoin and Ethereum act similarly in the global in-
vestment portfolio. However, it can be concluded 
that investors should be more careful when includ-
ing these assets in their portfolios, especially during 
periods of sharp declines in Bitcoin and Ethereum 
markets, such as after crisis periods that can affect 
the whole world, and the effect may spread to other 
assets during these periods. 

In addition, policymakers should take into account 
Bitcoin, Ethereum, which has millions of users, and 
the cryptocurrency market in this context, in terms 
of economic reforms and cryptocurrency regula-
tions. Our findings are important to investors, fi-
nancial advisors, Bitcoin and Ethereum investors, 
and policymakers for making decisions regarding 
asset allocation, hedging, risk management, finan-
cial stability, investment decisions, and portfolio 
diversification. The findings serve as a reminder 
to those who manage portfolios that they plan to 
include Bitcoin and Ethereum in their investment 
portfolios as a diversification instrument to keep 
abreast of global geopolitical conditions and other 
global economic events when trading investment 
instruments. This paper is serves as a valuable ref-
erence for investors and portfolio managers in de-
termining investment horizons, managing risks, 
and aiming for profitable opportunities. 

The interaction between the two major cryptocur-
rencies, Bitcoin and Ethereum, and global gold, oil 
prices, the US Dollar Index, the Dow Jones Com-
modity Index, and the S&P Global 100 Index was 
analyzed in this paper. The interaction between se-
lected financial investment instruments and other 
cryptocurrencies can be examined in further re-
search to determine whether the findings also apply 
to other cryptocurrencies. Within the scope of the 
study, it was concluded that Bitcoin and Ethereum 
are generally good diversifiers for selected financial 
investment instruments. It is recommended to ex-
amine the interaction between Bitcoin, Ethereum, 
and other cryptocurrencies and different invest-
ment instruments in further research to determine 
whether Bitcoin and Ethereum are good diversifiers 
for other investment instruments within the scope 
of the paper.
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Abstract

Purpose: This study explores volatility transmission among the real returns of financial investment in-
struments, using the Diebold-Yilmaz approach and data from the Turkish Statistical Institute. The dataset 
includes monthly real return rates of instruments like Gross Interest Rate (GIR) for deposits, ingot Gold 
(GOLD), Istanbul Stock Exchange 100 Index (BIST-100), United States Dollar (USD), Euro (EUR), and 
Government Domestic Debt Instruments (GDDI) from January 2005 to April 2023.

Methodology: Real return rates were adjusted using the Consumer Price Index (CPI). Absolute values of 
real returns served as volatility proxies. To evaluate volatility spillover among these instruments, the Time-
Varying Parameter Vector Autoregressive (TVP-VAR) frequency connectedness approach was utilized.

Results: The average of the Total Connectedness Index (TCI) suggests 40.37% of error variance in invest-
ment instruments is due to network connectedness, with short-term and long-term values at 33.95% and 
6.41%, respectively. Dynamic TCI values spiked during events like the 2008 crisis, 2018 and 2021 exchange 
rate shocks, and COVID-19. USD and EUR consistently caused net volatility spillovers, GOLD in the long 
run, GDDI in the short run and aggregate. GIR was most impacted by network shocks. The study also ex-
amined the Net Pairwise Connectedness Index (NPCI) to identify dominant instruments in the network.

Conclusion: The findings show the interdependencies and significant roles of particular investment instru-
ments in the transmission of volatility, offering insights for portfolio diversification and risk management.

Keywords: Real return, CPI, TVP-VAR frequency connectedness, volatility
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1.	 Introduction

The concept of volatility is defined as the change in 
the price of a product in financial markets within 
a certain period of time. This concept can also be 

used in terms of volatility, mobility, fluctuation and 
similar meanings. Especially with the increasing in-
tegration among financial markets, the volatility in 
one market can also affect the other. This situation 
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is referred to as “volatility spillover”. Since these 
volatilities on financial investment instruments 
lead to uncertainty, they emerge as a risk factor for 
investors. As a matter of fact, when making invest-
ment decisions, investors look at whether a shock 
in one market affects the other market. Therefore, 
estimating volatility spreads among financial in-
vestment instruments is of great importance for 
risk management and effective portfolio diversifi-
cation for both investors and financial institutions 
(Poon & Granger, 2003; Verma & Jackson, 2012; 
Topaloğlu, 2020; Cao & Wen, 2019). 

With the developing technology, today’s investors 
are able to invest in global stock exchanges as well 
as in their own countries. Due to the increasing 
risks with these investments, investors prefer to in-
vest in a wide range in order to minimize risks while 
forming their investment portfolios, and therefore 
they apply to different investment instruments. At 
this point, traditional investment instruments such 
as foreign currency and gold have been among the 
most preferred investment instruments by inves-
tors. Due to the high volatility of foreign exchange 
markets, risk-seeking investors who aim to earn 
higher returns often invest their money in these 
markets. Gold, on the other hand, is an investment 
instrument that is seen as a safe harbor by inves-
tors, especially during periods of increased un-
certainty (Baur & Lucey, 2010). Moreover, invest-
ment instruments such as the Gross Interest Rate 
(GIR) for deposits, the Istanbul Stock Exchange 100 
(BIST-100) Index, and Government Domestic Debt 
Instruments (GDDI) are among the alternative 
investment areas where savings are evaluated in 
Turkey. Such investment instruments are affected 
by many factors such as economic developments, 
market conditions, political factors and even devel-
opments in international markets, and may show 
high volatility over time. Therefore, it is important 
to understand the interaction of investment instru-
ments with each other and the volatility spread 
mechanism among them for an effective portfolio 
diversification.

In the literature, there are many studies on the re-
lationship between various financial investment 
instruments. However, in addition to the financial 
assets used in these studies, methods used and 
the time period (daily, weekly, monthly, etc.) vary. 
While some of the empirical studies focused on 
the effect between investment instruments, others 
investigated the causal relationship between these 

instruments (Wang & Chueh, 2013; Bhunia, 2013; 
Başarır, 2019; Cingöz & Kendirli, 2019; Güney & 
Ilgın, 2019; Jain & Biswal, 2019). On the other hand, 
as financial markets become increasingly integrat-
ed, strong correlations emerge among financial as-
sets, leading to the transmission of volatility from 
one market to another. These volatility spillovers 
also lead to the transmission of market risks. In line 
with these developments, the number of studies on 
volatility spillovers among financial investment in-
struments is increasing day by day. 

For example, Sumner et al. (2010), used weekly data 
for the period from 1 October 1970 to 25 April 2009 
to reveal the interrelationship between gold, stock 
and bond returns and volatilities with the spillover 
index approach of Diebold and Yilmaz (2012). Ac-
cording to the results, there was no evidence of re-
turn spillovers for the whole sample, but evidence 
of volatility spillovers was recorded. Return spreads 
were high in the early 1980s, mid-1990s, and the 
2008 crisis, while volatility spreads were high in the 
late 1970s, early 1990s, and the 2008 crisis. 

Badshah et al. (2013) revealed the spillover between 
stock, gold, and exchange rate volatility indices 
and the causality relationship between them, us-
ing daily data for the period from 3 June 2008 to 30 
December 2011, defined by Rigobon’s (2003) het-
eroscedasticity approach. The findings of the study 
showed that increased stock market volatility was 
associated with increased gold and exchange rate 
volatility. They also found a significant unidirec-
tional spillover from the stock market to gold and 
exchange rates. 

Shahrazi et al. (2014) used daily data from 2007 to 
2013 to investigate the volatility and contagion be-
tween Iranian gold and foreign exchange markets 
using the Generalized Autoregressive Conditional 
Heteroskedastic (GARCH) model. The findings 
showed that when a shock is transmitted from 
the gold market to the foreign exchange market, 
there is a two-way volatility spillover between the 
gold and foreign exchange markets. Similarly, Hein 
(2015) examined the connection and volatilities be-
tween the S&P 500 stock index, gold, crude oil and 
exchange rate (CHF/USD) returns between Janu-
ary 1999 and December 2013 using the GARCH 
model. The analysis showed that there is a signifi-
cant contagion between the return volatilities of the 
variables. Moreover, a positive relationship was also 
found between gold and oil, while a negative rela-
tionship was found between gold and the exchange 
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rate. The study also revealed that gold was a safe 
investment instrument during the 2008 crisis. 

By using weekly data from 6 January 1987 to 22 July 
2014, Antonakakis and Kizys (2015) investigated 
the dynamic connectedness between the returns 
and volatility of commodities (gold, silver, plati-
num, palladium) price, crude oil price and exchange 
rate (EUR/USD, JPY/USD, GBP/USD, CHF) /USD) 
markets with the generalized VAR method of Die-
bold and Yilmaz (2012). They found that gold, sil-
ver, platinum, CHF/USD and GBP/USD exchange 
rates were net transmitters of return and volatility 
spillovers during the sampled period, while palla-
dium, crude oil, EUR/USD and JPY/USD exchange 
rates were net receivers. It was also revealed that 
gold is the largest volatility transmitter, exhibiting 
a strong bidirectional correlation between gold and 
silver, platinum and palladium in terms of bilateral 
return spreads. 

Roy and Roy (2017) investigated the extent of fi-
nancial contagion in Indian asset markets using 
daily data from 3 April 2006 to 31 March 2016. 
They used the commodity future price index, bond 
price, exchange rate, gold price and stocks as vari-
ables and daily returns of assets was estimated by 
the DCC-MGARCH method, while volatility spillo-
ver estimation was performed by a generalized VAR 
approach. The stock market was found to have the 
highest financial contagion, while the gold market 
was observed to have the lowest financial conta-
gion. Furthermore, it was found that whilst gold, 
bonds, and foreign exchange were net volatility re-
ceivers, commodities and equities were net volatil-
ity transmitters. 

Şenol (2021) used the GARCH model to study the 
volatility correlations and spillovers among the 
BIST-100 index, currency rate, interest rate, and 
CDS premiums from 2 January 2010 to 10 April 
2020. The findings show that there is a unidirec-
tional volatility spillover from CDS premiums to 
the exchange rate and that there is a mutual vola-
tility spillover between the exchange rate and the 
BIST 100 index and interest rate, and between CDS 
premiums and the interest rate. Additionally, it has 
been determined that there is a positive volatility 
relationship between CDS premiums and exchange 
rates and interest rates, and a negative volatility re-
lationship between the BIST 100 index and these 
two factors. 

Cihangir et al. (2020) investigated the interaction 
between returns by examining the dynamic effect 
between four investment instruments (gold, foreign 
exchange, stock market and interest return) using 
the Vector Autoregressive (VAR) method from 
January 2002 to November 2019. They found that 
due to a shock in one financial instrument, other fi-
nancial instruments reacted in the same way in the 
first period and vice versa in subsequent periods. In 
the same way, Şeker (2021) analyzed the interaction 
between interest rates, USD, EUR, gold, the BIST 
100 index and government domestic debt instru-
ment returns for the period 2005 to 2021 using the 
VAR approach. The results of the impulse-response 
analysis revealed that all return variables responded 
positively to the shocks that occurred in them in the 
first period. In addition, it was also determined that 
there were both complementarity and substitution 
relationships between the return variables, and at 
the same time, government domestic debt instru-
ments, interest and USD returns were more in in-
teraction with each other. 

Using daily data from February 2017 to February 
2021, Önem (2021) revealed volatility interaction 
among gold and silver price returns and BIST Min-
ing Index returns with the diagonal VECH GARCH 
approach. According to the results, intense volatility 
clusters were determined in gold and silver price re-
turns and BIST Mining Index returns, and these vola-
tilities were found to have permanent effects. Wen et 
al. (2021) examined the dynamic volatility spillovers 
between the Chinese stock market and commod-
ity markets from May 2009 to June 2020, using the 
TVP-VAR approach. They revealed that there was a 
very high correlation between the stock market and 
commodity prices and that the stock market acts as 
a net shock receiver. On the other hand, it was found 
that the volatility between the stock market and the 
commodity market increases during crisis periods. 
Correspondingly, Ahmed and Huo (2021), investi-
gated a dynamic relationship between the Chinese 
stock market, commodity markets and global oil 
prices with daily data for the period between July 
2012 and June 2017, by using a three-variable VAR-
BEKK-GARCH model. They found that there were 
a unidirectional return and volatility spillover effect 
from the Chinese stock market and the global oil 
market to the commodity market, as well as a unidi-
rectional return spillover effect from the oil market 
to the Chinese stock market. 
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Yilmaz and Kılıç (2022) investigated the return and 
volatility interaction among interest rate, gold, USD 
and EUR investment instruments with weekly data 
from January 2010 to July 2021, using the VAR Ex-
ponential Generalized Autoregressive Conditional 
Heteroscedastic (EGARCH) method. They revealed 
that there was a bidirectional return interaction be-
tween interest rate-USD and USD-EUR, and a one-
way return interaction between interest rate to EUR 
and gold to USD. They also determined that volatil-
ity interaction is bidirectional between USD-EUR, 
gold-USD, EUR-gold, and unidirectional from USD 
to gold. 

Şak and Öcal Özkaya (2022) investigated the volatil-
ity spillovers between USD, EUR, gold and the BIST 
100 index with daily data from January 2000 to Au-
gust 2022, using the Diebold and Yilmaz (2012) ap-
proach. They found that EUR and USD were volatil-
ity transmitters, while gold and the BIST 100 index 
were volatility receivers. According to the bilateral 
connectedness, gold and the BIST 100 index were 
dominated by the USD, and in recent years, there 
has been a spillover from gold to the BIST 100 index.

In the post-COVID-19 period, a trend of rising 
inflation has emerged in the world economy. De-
veloping markets, including Turkey, have been 
significantly affected by this situation. In Turkey, 
alongside dramatic increases in inflation, currency-
related risks have escalated, leading to uncertainties 
in investors’ portfolio formation efforts. The coun-
try’s unique political risks, along with fluctuations 
in the currency, have increased these uncertainties. 
This situation in Turkey did not start only in the 
post-COVID-19 period; its roots go back further. 
For instance, the currency fluctuation experienced 
in August 2018 negatively impacted all markets and 
caused structural ruptures. Naturally, in such situa-
tions, the risk transmission and spread in portfolios 
formed among traditional investment instruments 
have become significant issues. When we examined 
the literature, we noticed a gap in the comprehen-
sive examination of risk transmission among tradi-
tional investment instruments based in Turkey and, 
more importantly, in studies on inflation-based real 
returns. Additionally, the lack of application of the 
Diebold-Yılmaz connectedness approach emerged 
as a notable shortcoming.

Therefore, we examine the volatility pass-through 
between inflation-adjusted real returns announced 
monthly by the Turkish Statistical Institute (TSI). 
Our research applies the TVP-VAR frequency 

method based on the Diebold-Yılmaz connected-
ness approach. In this way, short- and long-term 
volatility transmissions between traditional invest-
ment instruments in Turkish financial markets 
are revealed. For this purpose, real return rates on 
gross deposit interest, gold bullion, the Borsa Istan-
bul 100 Index, the US dollar, EURO and Govern-
ment Domestic Debt Securities, which are the most 
popular instruments by investors in Turkish finan-
cial markets, are defined as variables in connectiv-
ity analysis. Volatilities of real return rates were 
obtained from the absolute values of returns based 
on Poon’s (2005) study. In other words, the abso-
lute values of CPI-based monthly real returns were 
used as proxy values for volatility values. Summary 
statistics show that the volatilities of the financial 
instruments mentioned are flat and skewed to the 
right, and also stationary and have an ARCH ef-
fect. In addition, the Elliott, Rothenberg, and Stock 
(ERS) unit root test result shows that the volatility 
series are stationary at level. Thus, we demonstrate 
that the volatility connectedness in the network 
formed by these financial investment instruments 
can be analyzed with a Time-Varying Parameter 
Vector Autoregressive (TVP-VAR) based approach. 
In our study, we use the novel TVP-VAR frequency 
connectedness approach proposed by Chatzianto-
niou et al. (2021), which effectively benefits from 
the essence of the works of Baruník and Krehlík 
(2018) and Antonakakis et al. (2020). The paper is 
organized as follows: an overview of the TVP-VAR 
Connectedness Approach in the time and frequen-
cy domains comes first, then a discussion of the 
dataset. The findings are explained in the parts that 
follow. The study concludes with a summary of the 
findings and their consequences.

2.	 Data set

In this study, the volatility pass-through among the 
real returns of the investment instruments most 
preferred by the investors in the Turkish financial 
markets will be examined by means of the Diebold-
Yilmaz (2012; 2014) approach. For this purpose, 
data from the Turkish Statistical Institute (TSI) da-
tabase on monthly real return rates of investment 
instruments like the Gross Interest Rate (GIR) for 
deposits, ingot Gold (GOLD), the Istanbul Stock 
Exchange 100 Index (BIST-100), United States Dol-
lar (USD), Euro (EUR) and Government Domestic 
Debt Instruments (GDDI) between January 2005 
and April 2023 were calculated by reducing the 
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Consumer Price Index (CPI). Figure 1 illustrates 
the real return series of financial investment instru-
ments. The data set can be downloaded from TSI’s 
website1. TSI calculates the returns of assets includ-
ed in the real return rates of financial investment 
instruments as follows.

•• Deposit interest return rate calculations are 
made using the weighted average deposit in-
terest rates applied to savings deposits actually 
opened in banks.

•• The monthly average of the combined index of 
the 1st and 2nd session closing prices obtained 
from Borsa Istanbul (BIST 100) is used in the 
stock market index. The BIST 100 index is cal-
culated from the stocks of the 100 companies 
with the largest market value and daily aver-
age trading volume among stocks that have 

1	 https://data.tuik.gov.tr/Kategori/GetKategori?p=Enflation-ve-Fiyat-106

been traded on the stock exchange for at least 
60 days.

•• US Dollar and Euro are the 1-month average of 
the foreign exchange buying rate of the Central 
Bank of the Republic of Turkey for 1 US Dol-
lar and 1 Euro.

•• Istanbul Stock Exchange monthly average gold 
bullion prices (TL/gr) are used in gold prices.

•• Real return rates of government domestic debt 
securities are calculated using the “BIST-KYD 
GDS All Index” within the scope of BIST-
KYD GDS Indices published by Borsa Istan-
bul. This index reflects the yields of discounted 
and fixed-interest coupon government domes-
tic debt securities traded in the debt securities 
market covering all maturities (TSI, 2024).

Figure 1 Real return series of financial investment instruments

Source: Authors’ own calculations

3.	 Volatility series

When working with a monthly frequency data set, 
choosing the appropriate volatility model becomes 
a bit complicated. Simply selecting the most appro-
priate model among historical or conditional mod-
els based on predictive power using error metrics 
is an insufficient approach because this approach 
neglects whether the model is reliable and valid. 
The assumptions of the applied model should be 
checked with diagnostic tests. Generally, meeting 
these assumptions is related to the number of ob-
servations. Generalized Autoregressive Condition-
al Heteroskedastic (GARCH) family models, which 
are widely used, have difficulties in their application 

to low-frequency data sets due to both the number 
of observations and diagnostic tests.

Hwang and Pereira (2006) recommend using a 
minimum of 250 observations for ARCH(1) mod-
els and at least 500 observations for GARCH(1,1) 
models to reduce biases and convergence problems. 
GARCH estimates derived from low-frequency 
data also face the problem of temporal aggrega-
tion, as highlighted by Drost and Nijman (1993). 
In small samples, maximum likelihood estimates 
for the GARCH(1,1) model exhibit significant 
negative bias, and frequently the estimates do not 
comply with Bollerslev’s non-negativity condi-
tions, causing the estimated model to fail diagnos-

https://data.tuik.gov.tr/Kategori/GetKategori?p=Enflation-ve-Fiyat-106
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tic tests. Heteroskedastic Autoregressive (HAR) 
models, also from the GARCH family, are not a 
suitable approach for our study since they obtain 
monthly volatilities using daily data. Additionally, 
a commonly used approach to forecasting future 
volatility based on the average change in historical 
volatility is the exponentially weighted moving av-
erage (EWMA). According to Arı (2022), EWMA 
models showed better prediction results than both 
the GARCH family and Conditional Autoregressive 
Range (CARR) type models. Since CARR models 
are range-based and our data set does not contain 
the lowest and the highest values, they are not suit-
able for use in this study. In addition, the change of 
the lambda coefficient used in the EWMA model 
does not produce good results because it is sensi-
tive to capturing volatility clouds.

For this reason, Open-High-Low-Close (OHLC) 
based volatility approaches, which do not have 
complex assumptions, are preferred, especially in 
volatility connectivity studies. Since the data we 
have does not include OHLC data, the most appro-
priate approach seems to be to accept the absolute 
values of the return data as volatility data. 

It has been revealed in the literature that using 
monthly frequency data in volatility calculations 

has various advantages. For example, Figlewski 
(1997) found that the size of the forecast error dou-
bled when daily data over a 24-month period was 
used to forecast volatility rather than monthly data. 
Because volatility mean reversion can be difficult 
to manipulate using high-frequency data, weekly 
or monthly volatility forecasts are sometimes pref-
erable when applications extend beyond a 10-year 
time horizon. Current practice is to use the month-
ly absolute value as an indicator of macro volatility 
because many macroeconomic variables are only 
accessible in the monthly range (Poon, 2005).

The volatilities of real return rates of the series were 
obtained based on the study of Poon (2005) over 
the absolute values of returns. In other words, the 
absolute values of CPI-based monthly real returns 
were used as proxy values for volatility values. Fig-
ure 2 showcases the real return volatility series of 
these financial investment instruments. It is evident 
from the figure, the 2008 Global Financial Crisis, 
the currency shock in August 2018, the announce-
ment of the COVID-19 pandemic in March 2020, 
the currency shock in December 2021, and the Rus-
sia-Ukraine war that started in late February 2022 
caused an increase in volatility in almost all series.

Figure 2 Real return volatility series of financial investment instruments 

Source: Authors’ own calculations

Summary statistics for the volatility series, as de-
tailed in Table 1, reveal that the volatilities of the 
financial investment instruments exhibit skewness 
and excess kurtosis, and lack an ARCH effect. The 
Jarque-Bera (JB) test statistic further corroborates 
the non-normal distribution of these series at a 1% 
significance level. To assess stationarity, the Elliott-
Rothenberg-Stock (ERS) unit root test, particularly 

suited for distributions with skewness and kurto-
sis, was employed. The results from the ERS test 
indicate that all series are stationary at their level. 
This confirms the appropriateness of the dataset for 
analysis using the TVP-VAR model.
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Table 1 Summary statistics of volatility series

Statistics GIR BIST-100 USD EUR GOLD GDDI

Mean 0.89 5.159 2,742 2,609 3,598 1,853
Variance 1.445 18,128 6,989 6,277 10,703 4,343
Skewness 4.742*** 1.540*** 2.823*** 2.184*** 1.653*** 2.925***
Ex.Kurtosis 30.382*** 3.362*** 11.996*** 7.120*** 3.050*** 11.245***
JB 9285.995*** 190.556*** 1611.339*** 639.696*** 185.509*** 1472.901***
ERS -4.594*** -2.839*** -5.928*** -3.211*** -2.788*** -3.259***
Q(20) 126.134*** 17.411** 26.421*** 19.954** 13.353 117.170***
Q2(20) 74.775*** 22.470*** 10.534 21.484*** 11.410 55.156***
Spearman GIR BIST-100 USD EUR GOLD GDDI

 GIR 1.000
 BIST-100 0,097 1.000
 USD 0.162 0.258 1.000
 EUR 0.079 0.195 0.546 1.000
 GOLD 0.073 0.049 0.249 0.300 1.000
 GDDI 0.417 0.265 0.295 0.277 0.187 1.000

Note: ***, **, * denote significance levels at 1%, 5% and 10%. 
Source: Authors’ own calculations

Additionally, Table 1 elaborates the unconditional 
correlation matrix among the real return volatilities 
of financial investment instruments. The most sub-
stantial correlation is observed between USD and 
EUR with 0.546, followed by GDDI and GIR having 
a value of 0.417. With a value of 0.049, the correla-
tion between the BIST-100 index and GOLD is the 
weakest.

3.1	Volatility connectedness via the TVP-VAR 
approach in the time domain

In their groundbreaking work, Diebold and Yilmaz 
(2012; 2014) introduced the connectedness ap-
proach, which uses both static and dynamic time-
series network analysis to identify linkage and spill-
over within a given network. The dynamic method 
uses the rolling window VAR approach, while the 
static method uses a Vector Autoregression (VAR) 
model for the entire dataset. Thus, it reveals the re-
turn or volatility spreads within the network. This 
method has grown in popularity because it allows 
researchers to draw meaningful conclusions about 
networks. By using the TVP-VAR technique, Anto-
nakakis et al. (2020) improved the connectedness 
approach that Diebold and Yilmaz (2014) had ini-
tially constructed. The TVP-VAR-based connect-
edness approach has several advantages, including 
insensitivity to outliers, no data loss, no require-

ment to specify arbitrary window size, and applica-
tion to low-frequency datasets. This enhancement 
increases the variance-covariance matrix’s adapt-
ability by incorporating forgetting components and 
applying a Kalman filter. These developments make 
this method especially appropriate for researching 
the dynamic relationships between the volatilities 
of financial assets. The basic work of Koop and Ko-
robilis (2013; 2014) on VAR models and the use of 
EWMA forgetting factors is incorporated into this 
methodology. The structure and features of the 
TVP-VAR(2) model, selected based on Bayesian 
Information Criteria (BIC), can be expressed as fol-
lows:
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𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 =  A𝑡𝑡𝑡𝑡𝑧𝑧𝑧𝑧𝑡𝑡𝑡𝑡−1 + 𝜖𝜖𝜖𝜖𝑡𝑡𝑡𝑡                𝜖𝜖𝜖𝜖𝑡𝑡𝑡𝑡~𝑁𝑁𝑁𝑁(0, Σ𝑡𝑡𝑡𝑡)  (2)

𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣(𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡) = 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣(𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡−1) + 𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡                𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡~𝑁𝑁𝑁𝑁(0, S𝑡𝑡𝑡𝑡)  (3)

In the above model, expressed in matrix form, the properties of vectors and related matrices are 

listed as follows. The vector 𝑧𝑧𝑧𝑧𝑡𝑡𝑡𝑡−1 is a 2𝑘𝑘𝑘𝑘 × 1 vector, and the vector 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 has a dimension of 𝑘𝑘𝑘𝑘 × 1.

 A𝑡𝑡𝑡𝑡 is a 𝑘𝑘𝑘𝑘 × 2𝑘𝑘𝑘𝑘 matrix. Vectors 𝜖𝜖𝜖𝜖𝑡𝑡𝑡𝑡 and 𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡 are 𝑘𝑘𝑘𝑘 × 1 and 2𝑘𝑘𝑘𝑘2 × 1 dimensional vectors, 

respectively. Additionally, matrices Σ𝑡𝑡𝑡𝑡 and S𝑡𝑡𝑡𝑡 are time-varying variance-covariance matrices, 

with dimensions 𝑘𝑘𝑘𝑘 × 𝑘𝑘𝑘𝑘 and 2𝑘𝑘𝑘𝑘2 × 2𝑘𝑘𝑘𝑘2, respectively. The last vector is 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣(𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡) with a 2𝑘𝑘𝑘𝑘2 × 1

dimension. This structure of matrices and dimensions provides a thorough framework for 

dissecting the time-varying relations in the model.

Generalized Forecast Error Variance Decomposition (GFEVD) values obtained from the vector 

model are the most basic element of the Diebold and Yılmaz methodology. This approach is 

very important to investigate the effects of shocks to the variables in a network on the dynamic 

relationships of the variables in a time series framework. Using the equation yt =

∑  Ahtϵt−h∞
h=0 , the Time-Varying Parameter Vector Moving Average (TVP-VMA) model is 
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framework for dissecting the time-varying relations 
in the model.
Generalized Forecast Error Variance Decompo-
sition (GFEVD) values obtained from the vector 
model are the most basic element of the Diebold 
and Yılmaz methodology. This approach is very 
important to investigate the effects of shocks to 
the variables in a network on the dynamic rela-
tionships of the variables in a time series frame-
work. Using the equation , the 
Time-Varying Parameter Vector Moving Average 
(TVP-VMA) model is obtained from the TVP-VAR 
model, where  and  is an identity ma-
trix. As a result of this transformation, it becomes 
easier to evaluate the effect of the shock in variable j 
on the other variable i. The TVP-VMA transforma-
tion allows the impact of shocks on variable i to be 
measured by variable j in terms of both magnitude 
and direction at various time intervals. This assess-
ment is made possible by a comprehensive calcula-
tion process described in the equation below, which 
gives a clear picture of the impact over time.
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3.2	 Volatility connectedness via the TVP-VAR ap-
proach in the frequency domain

We use the novel TVP-VAR frequency connectiv-
ity methodology introduced by Chatziantoniou 
et al. (2021). In fact, the novel approach skillfully 
combines the basic concepts proposed by Baruník 
and Krehlík (2018) and expanded by Antonakakis 
et al. (2020). Additionally, the methodology applied 
in this study is consistent with studies presented by 
Huang et al. (2023) and Akbulut et al. (2023), and it 
includes a comprehensive appendix that serves as 
a guide to put this methodology into practice. The 
TVP-VAR frequency connectivity model makes it 
possible to analyze volatility dependence over vari-
ous periods by decomposing volatility dependence 
into short- and long-term components and ac-
counting for changes in coefficients and the vari-
ance-covariance matrix over time. Interestingly, it 
does this without suffering the negative effects of 
adopting an arbitrary sliding window, including 
variable parameters, data loss, or outliers.
One can evaluate the spectral density of  at fre-
quency ω by using the frequency response function 
given as , where i is the 
imaginary unit of a complex number (the square 
root of -1) and ω is the frequency. A Fourier trans-
form of the TVP-VMA(∞) effectively describes the 
spectral density of  across ω. Thus,
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The equation for aggregating all frequencies within a specified range of interest is given by 
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Then all the frequency connectedness metrics may be computed, which gives information on 

spillovers in the particular frequency range denoted by d. This is stated in the following way:
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Within this context, a group of connectedness metrics [NPDC, TO, FROM, NET, TCI], each of 

which has been previously discussed, is represented by the symbol ϕ(⋅). This suggests that the 

totality of frequencies associated with the frequency connectedness measure is in agreement 

with the corresponding connectedness seen in the time domain.

4. Empirical findings

Total Connectedness Index (TCI): The average TCI results among financial investment 

instruments are presented in Table 2. The TCI shows that 40.37% of the variance in these 

financial investment instruments - specifically, the generalized estimated error variance - is due 

to the connectedness relationship in these networks. TCI values are 33.95% in the short term 

(1-12 months) and 6.41% in the long term (12-inf). 

The diagonal entries of the 6x6 matrix depicted in Table 2 represent the variance in prediction 

errors attributed to the variables themselves. In contrast, the off-diagonal elements detail how 

the error variances are broken down among the variables. In accordance with the data, the BIST-

100 index is the investment instrument with the highest self-induced volatility in total data with 

72.91%. In the short run, the BIST-100 index accounts for 64.77%, whereas in the long run, it

is realized as GDDI with 12.3%. As a result, it is possible to say that the BIST-100 index and 

GDDI are investment instruments least affected by the network. In contrast, investment 

instruments with the lowest self-induced volatility spillovers and thus most affected by network 

spillovers are USD (47.32% and 40.24%, respectively) in the total and short run, and EUR 

(6.43%) in the long run. USD is the investment instrument that is most affected by the network,

with 52.68% (FROM), and with 63.13% (TO), it also has the most volatility spreads in the 

network. In the short and long run, USD is the investment instrument most affected by the 
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Within this context, a group of connectedness met-
rics [NPDC, TO, FROM, NET, TCI], each of which 
has been previously discussed, is represented by the 
symbol ϕ(⋅). This suggests that the totality of fre-
quencies associated with the frequency connected-
ness measure is in agreement with the correspond-
ing connectedness seen in the time domain.

4.	 Empirical findings

Total Connectedness Index (TCI): The average 
TCI results among financial investment instru-
ments are presented in Table 2. The TCI shows that 

40.37% of the variance in these financial investment 
instruments - specifically, the generalized estimat-
ed error variance - is due to the connectedness re-
lationship in these networks. TCI values are 33.95% 
in the short term (1-12 months) and 6.41% in the 
long term (12-inf ). 

The diagonal entries of the 6x6 matrix depicted in 
Table 2 represent the variance in prediction errors 
attributed to the variables themselves. In contrast, 
the off-diagonal elements detail how the error 
variances are broken down among the variables. 
In accordance with the data, the BIST-100 index 
is the investment instrument with the highest self-
induced volatility in total data with 72.91%. In the 
short run, the BIST-100 index accounts for 64.77%, 
whereas in the long run, it is realized as GDDI with 
12.3%. As a result, it is possible to say that the BIST-
100 index and GDDI are investment instruments 
least affected by the network. In contrast, invest-
ment instruments with the lowest self-induced vol-
atility spillovers and thus most affected by network 
spillovers are USD (47.32% and 40.24%, respec-
tively) in the total and short run, and EUR (6.43%) 
in the long run. USD is the investment instrument 
that is most affected by the network, with 52.68% 
(FROM), and with 63.13% (TO), it also has the most 
volatility spreads in the network. In the short and 
long run, USD is the investment instrument most 
affected by the network with 43.77% (FROM) and 
8.9% (FROM), respectively, while USD (in the short 
run) and EUR (in the long run) exhibited the high-
est volatility spreads in the network with 53.96% 
(TO) and 9.52% (TO), respectively. 

Net total directional connectedness: NET values 
are obtained from the difference between the vola-
tility emitted by a variable in the network and the 
volatility affecting it. A positive NET value indicates 
that the variable is a net volatility transmitter in the 
network, while a negative NET value indicates that 
the variable is a net volatility receiver. According to 
the data given in Table 2, USD is the highest volatili-
ty transmitter in the network with 10.45%, followed 
by EUR (8.46%) and GDDI (1.12%), respectively. 

The highest net volatility transmitter in the short 
term is USD with 10.19%, while in the long run, it is 
EUR with 2.85%. GIR acts as the highest net volatil-
ity receiver for all periods. 
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Table 2 Total, short-run, and long-run average TCI

Total GIR.Total BIST-100.Total USD.Total EUR.
Total

GOLD.
Total

GDDI.
Total

FROM.
Total

GIR 65.16 1.13 6.27 5.02 3.13 19.27 34.84
BIST-100 0.80 72.91 12.16 5.48 3.88 4.77 27.09

USD 2.23 8.54 47.32 22.57 11.61 7.72 52.68
EUR 1.72 4.21 22.04 50.57 13.66 7.8 49.43

GOLD 1.46 2.85 12.89 15.55 63.77 3.48 36.23
GDDI 15.09 4.11 9.76 9.27 3.7 58.08 41.92

 TO 21.3 20.84 63.13 57.89 35.98 43.04 242,19
Inc.Own 86.47 93.75 110.45 108.46 99.76 101.12 TCI

Net -13.53 -6.25 10.45 8.46 -0.24 1.12 40.37

Short-run    GIR.1-12 BIST-100.1-12 USD.1-12 EUR.1-12 GOLD.1-12 GDDI.1-
12

 FROM.1-
12

GIR 55.34 1.04 4.92 3.83 2.52 15.17 27.48
BIST-100 0.69 64.77 11.2 4.95 3.29 4.25 24.38

USD 1.8 7.83 40.24 18.5 9.41 6.23 43.77
EUR 1.46 4.0 19.01 44.14 11.4 6.88 42.76

GOLD 1.23 2.71 11.37 13.91 57.27 3.05 32.26
GDDI 11.76 3.71 7.45 7.18 2.97 45.78 33.07

TO 16.94 19.29 53.96 48.37 29.59 35.57 203.72
Inc.Own 72.28 84.06 94.19 92.51 86.86 81.35 TCI

Net -10.54 -5.08 10.19 5.62 -2.67 2.5 33.95

Long-run  GIR.12-Inf BIST-100.12-
Inf

USD.12-
Inf

EUR.12-
Inf

GOLD.12-
Inf

GDDI.12-
Inf

FROM.12-
Inf

GIR 9.82 0.1 1.35 1.19 0.62 4.1 7.36
BIST-100 0.11 8.14 0.96 0.53 0.6 0.52 2.72

USD 0.43 0.71 7.09 4.08 2.2 1.49 8.9
EUR 0.26 0.21 3.02 6.43 2.26 0.93 6.67

GOLD 0.23 0.14 1.52 1.64 6.5 0.43 3.97
GDDI 3.32 0.4 2.31 2.09 0.73 12.3 8.85

TO 4.37 1.55 9.17 9.52 6.4 7.47 38.47
Inc.Own 14.19 9.69 16.26 15.95 12.9 19.77 TCI

Net -2.99 -1.17 0.26 2.85 2.43 -1.38 6.41
Note: The findings of the study are derived from employing a TVP-VAR model with a two-lag order, selected on the basis of 
the Bayesian Information Criterion (BIC), and involve a forecast error variance decomposition looking 10 steps ahead. This 
analysis utilized the R programming language and the “ConnectednessApproach” package developed by Gabauer (2022). 
Important terminology used in the study includes “Inc.Own” to denote one’s own contributions, “TCI” for the Total Con-
nectedness Index, “NET” indicating Net Total Connectedness, and “NPT” representing Net Pairwise Total Connectedness. 
The analysis categorizes the short run as a period of 1-12 months and the long run as any period extending beyond 12 months. 
Source: Authors’ own calculations

Dynamic Total Connectedness Index: Dynamic 
TCI illustrates how the interconnections among 
the variables fluctuate over time. Figure 3 not only 
showcases the dynamic progression of the average 
total connectedness index but also its decomposi-
tion into short-term (1-12 months) and long-term 

(beyond 12 months) components. As depicted in 
Figure 3, dynamic TCIs undergo notable varia-
tions as time progresses. Accordingly, the high-
est connectedness between the series occurred in 
September 2018, with a value of 55.95%, which this 
points to the exchange rate shock experienced at 
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that time. Connectedness, which started to decline 
after 2018, rose again (47.08%) in March 2020, the 
date when the COVID-19 pandemic was declared. 
Similarly, with the impact of the Russia-Ukraine 
war that started at the end of February 2022, the 

interconnectedness between the series increased to 
a serious level of 54.42%. In addition, the dynamic 
connectedness between the series increased signifi-
cantly during the 2008 global financial crisis and 
the exchange rate shock in December 2021. 

Figure 3 Dynamic TCI plots

Source: Authors’ own calculations

Robustness analysis: We followed two ways to 
examine the sensitivity of our results: First, we ex-
amined return connectivity of the variables because 
in spillover analysis, return transmission and con-
nectedness are used as an indicator of robustness. 
The second is to test the approach using different 
forecasting horizons. We make an alternative h-
step forward estimation for the forecasting error 
variance decomposition obtained from the TVP-
VAR model. We apply a 20-steps ahead forecasting 
horizon instead of 10. According to the average TCI 
tables given in Appendix A, the spillover index ap-
pears to have a comparable structure and pattern. 
This shows that connectivity analysis is not always 
sensitive to returns and forecast horizons. Similar 
approaches have also been commonly used as ro-
bustness checks in numerous previous studies (Die-
bold & Yilmaz, 2012; 2014; Billah et al., 2022).

Net Pairwise Directional Connectedness 
(NPDC): NPDC indicates bilateral volatility trans-
fer between two variables, with positive NPDC val-
ues signifying dominance of one investment instru-
ment over another, and negative values indicating 
the opposite. The Pairwise Connectedness Index 
(PCI) quantifies the intensity of the relationship 
between variables, with values spanning from zero 
(indicating a weak connection) to one (signifying a 
strong connection). Examining the pairwise vola-
tility connectedness is essential for grasping how 
volatility shocks propagate across different invest-

ment instruments, particularly in times of crises or 
epidemics, and observing how these interactions 
change over time.

Table 3 displays NPDCI and PCI values, illustrat-
ing the connectedness between various investment 
instruments. The highest level of the pairwise con-
nectedness is found between USD and EUR across 
all timeframes, with PCI values reaching 62.99% 
overall, 52.95% for the short run, and 10.06% for 
the long run. With an NPDCI of 0.53% overall and 
1.05% in the long term, USD acts as a net transmit-
ter, showing its influence over EUR. Conversely, in 
the short term, EUR becomes the net transmitter 
with an NPDCI of -0.51%, indicating its dominance 
over USD. In other words, in the total and long run, 
USD is the net volatility transmitter, EUR is the net 
volatility receiver, while in the short term, EUR is 
the net volatility transmitter and USD is the net vol-
atility receiver. According to PCI values, the lowest 
pairwise connectedness for all periods (2.73% (to-
tal), 2.44% (short term), 0.29% (long term)) is found 
between GIR and the BIST-100 index. Based on an 
NPDCI value, as GIR is a net volatility transmitter 
in total (0.33%) and short term (0.34%), it acts as 
a net volatility receiver in the long term (-0.01%). 
The minimal NPDCI and PCI values ​​between the 
two investment instruments indicate that these two 
investment instruments can be used effectively for 
portfolio diversification. As a matter of fact, ac-
cording to the data in Table 3, it is observed that 
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the lowest bilateral relationship emerged between 
GOLD and GDDI with an NPDCI value of 0.08%. 
Therefore, we have demonstrated that these two 

investment instruments are preferable for portfolio 
diversification. 

Table 3 NPDCI and PCI 

Time Domain  BIST-100   USD  EUR  GOLD  GDDI

GIR 0.33 (2.73) 4.04 (14.98) 3.30 (12.18) 1.67 (7.73) 4.18 (42.75)

BIST-100 3.62 (28.82) 1.26 (14.54) 1.03 (9.60) 0.66 (12.77)

USD 0.53 (62.99) -1.28 (37.10) -2.04 (28.57)

EUR -1.88 (41.81) -1.46 (27.52)

GOLD -0.21 (11.61)

Frequency Domain Short-run (1 - 12 months)

GIR 0.34 (2.44) 3.11 (11.81)  2.37 (9.49)  1.29 (6.20)  3.40 (33.42)

BIST-100 3.36 (26.48)  0.94 (13.44)  0.58 (8.53)  0.53 (11.47)

USD -0.51 (52.93)  -1.95 (31.47) -1.22 (22.36)

EUR  -2.50 (36.20) -0.30 (22.58)

GOLD  0.08 (9.68)

Frequency Domain Long-run (12 – inf months)

GIR -0.01 (0.29) 0.92 (3.16) 0.92 (2.69)  0.38 (1.52)  0.77 (9.33)

BIST-100 0.25 (2.33) 0.32 (1.10)  0.45 (1.06)  0.12 (1.30)

USD 1.05 (10.06)  0.67 (5.63) -0.81 (6.21)

EUR -0.61 (5.61) -1.16 (4.94)

GOLD -0.92 (1.92)

Note: PCIs are presented in parentheses. 
Source: Authors’ own calculations

The net pairwise directional dynamic connected-
ness between the two variables is presented visu-
ally in Figure 4. GIR was a net receiver of volatility 
against other investment instruments throughout 
the whole period, and the impact of shocks received 
from USD, EUR, GOLD and GDDI has increased 
significantly after 2018. Similarly, the BIST-100 in-
dex acted a net receiver of volatility against other 
investment instruments. On the other hand, USD 
and EUR were net receivers of volatility against 
GOLD until 2008, while GOLD acted as a net re-
ceiver of volatility against these two investment in-
struments after 2008. Being a net volatility receiver 
against USD and EUR, the shocks received by the 
GDDI investment instrument increased after 2018. 
In addition, while EUR was a net volatility receiver 
against GDDI in the short term between 2008 and 

2015, it became a net volatility transmitter invest-
ment instrument after 2015. Finally, while GOLD 
was a net volatility receiver against GDDI in the 
2008-2018 period, it became a net volatility trans-
mitter in other periods. 

Considering the studies using the connectivity ap-
proach, the findings overlap with the study of Şak 
and Öcal Özkaya (2022). Similar to that study, USD 
and EURO financial instruments were found to be 
transmitters, and GOLD and BIST were found to 
be receivers. Although Şak and Öcal Özkaya (2022) 
used the rolling window VAR approach in their 
study and the period of the data set was longer, ob-
taining similar results shows that the approach is 
robust and that the relationship between financial 
assets in Turkey has a characteristic structure.
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Figure 4 Net pairwise directional connectedness

Source: Authors’ own calculations

Network plots: Figure 5 visually presents the bilat-
eral relationships between investment instruments. 
This visual representation allows us to see the dy-
namic interaction between variables in a TVP-VAR 
based frequency connectedness analysis. Blue and 
yellow nodes indicate that the variable is a net 
volatility transmitter and a net volatility receiver, 
respectively. The direction and thickness of the ar-
rows determine the direction and strength of the 
volatility spread between the variables. In both the 
overall and short-run network plots, the investment 
instruments represented by USD, EUR, and GDDI 
emerge as having dominant volatility within the 
network. They are the primary drivers of network 
dynamics, influencing the flow and transmission 

of volatility among the various investment instru-
ments included in the analysis. Moreover, for both 
periods, the strongest volatility spillover is from 
GDDI to GIR. In the long term, USD, EUR and 
GOLD are the most dominant investment instru-
ments in the network. Although Yılmaz and Kılıç 
(2022) examined the interaction between variables 
with a different methodology, they obtained re-
sults parallel to our findings. For example, the fact 
that USD and EURO are more dominant, in other 
words, a transmitter, as opposed to the GIR vari-
able, can be seen as similar results. Another similar-
ity in their studies is that the interaction between 
USD and EURO is an indication of a strong bilateral 
connectedness. 

Figure 5 Network plots

Note: A time-domain network (left), a short-run network (middle), a long-run network (right). 
Source: Authors’ own calculations

5.	 Conclusion 

In this study, the volatility pass-through between 
the real returns of selected financial investment 

instruments is analyzed using the innovative TVP-
VAR connectedness approach in the frequency 
domain. For this purpose, firstly, the real return 
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volatilities of financial investment instruments are 
obtained based on the study of Poon (2005), and 
then the time and frequency (short and long terms) 
connectedness between these investment instru-
ments is revealed by using the method based on the 
approach of Diebold and Yilmaz (2012; 2014). Ac-
cording to the findings, while the total connected-
ness index (TCI) was 40.37%, it was 33.95% in the 
short run and 6.41% in the long run. The BIST-100 
index is the investment instrument with the highest 
self-induced volatility in total and in the short term, 
which means that the BIST-100 index is the invest-
ment instrument that is least affected by the net-
work. In the long run, the investment instrument 
with the highest self-driven volatility is GDDI. The 
investment instrument with the lowest self-induced 
volatility and thus most affected by the network is 
USD both in total and in the short term, while EUR 
is observed in the long term. This is an expected sit-
uation. As a matter of fact, since USD and EUR have 
become global investment instruments, shocks in 
other investment instruments can spread to these 
investment instruments in a short time. On the oth-
er hand, USD is an investment instrument that both 
transmits the highest volatility in the network and 
receives the highest volatility from the network. 
When we look at the dynamic total connectedness, 
we observe that the connectedness between these 
investment instruments increased significantly 
during periods of turbulence at both global and lo-
cal levels, such as the 2008 global financial crisis, 
the currency shock experienced in our country in 
2018 and 2021, the COVID-19 outbreak announced 
in March 2020, and the Russia-Ukraine war that 
started in February 2022. According to the NET val-
ues of the variables, USD (in total and in the short 
term) and EUR (in the long term) is the highest net 
volatility transmitter, while GIR is the highest net 
volatility receiver for all periods. When it comes to 
results of the net bilateral connectedness between 
variables, the highest net bilateral connectedness 
for all periods is between USD and EUR, while the 
lowest net bilateral connectedness is between GIR 
and BIST-100 index. A low degree of connected-
ness among investment instruments indicates that 
they can be used effectively in portfolio diversifica-
tion. Therefore, this study reveals important results 
for investors, portfolio managers, risk managers 
and foreign exchange trading companies.

Another interesting result is that the spread through 
the network is higher in the short term, i.e. 84% of 

the total risk spread occurs in the short term. This 
is because USD and EUR are the most effective in-
vestment instruments in the network and have high 
volatility. This is an expected result. In an emerging 
market like Turkey, inflation is mostly caused by the 
effect of USD and EUR, the reserve currencies in 
the world, on raw material prices. Furthermore, this 
situation is affecting all financial markets, especially 
the low deposit interest rate and high inflation that 
emerged with the economic policies implemented 
in the last five years led to a high depreciation of 
the Turkish Lira. As a result, negative real deposit 
interest drove investors away from the local cur-
rency and increased demand in foreign exchange 
markets. Moreover, it led investors to stay away 
from local financial instruments such as BIST-100, 
GDDI, and GIR, and it impacted the connectedness 
index.

In addition, interest in the cryptocurrency market 
in Turkey is increasing dramatically. Consider-
ing the number of wallets in the country, it ranks 
among the top five countries in the world with the 
highest number of investors in the cryptocurrency 
market. This situation makes it necessary to reveal 
the relationship between cryptocurrency markets 
and traditional investment instruments. For exam-
ple, the inflation-discounted real Bitcoin return, 
or the risk spread between a crypto stock market 
index and Turkish investment instruments can be 
revealed with the connectivity approach. 

Another effective factor is the impact of emerg-
ing geopolitical risks on Turkish financial mar-
kets. Türkiye is affected by the conflicts occurring 
around it due to its geographical location. To reveal 
this situation, the interaction between geopolitical 
risk indices and markets can be examined with the 
same methods. It is expected that asymmetric con-
nectivity analyses, especially those applied to reveal 
asymmetric effects, will provide more detailed re-
sults. After asymmetric return and volatility mod-
eling, the difference between positive and negative 
volatility spreads can be analyzed using dynamic 
quantile connectedness and extended joint con-
nectedness approaches.

We can summarize our recommendations for fu-
ture studies.

1.	 Investigate the relationship between cryp-
tocurrency markets and traditional invest-
ment instruments in Turkey. Provide in-
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sights into risk management and portfolio 
diversification by determining how tradi-
tional markets impact or affect cryptocur-
rencies. Use connectedness approaches and 
cointegration approaches as a method when 
revealing this relationship.

2.	 Additionally, unlike the above suggestion, 
examining the asymmetric effects of cryp-
tocurrency volatility on the dynamic total 
connectedness index of traditional invest-
ment instruments obtained in this study 
with Johansen cointegration or ARDL/
NARDL bounds test methods can be the 
subject of a future study.

3.	 Examine the impact of geopolitical risks 
specific to Türkiye on Turkish financial mar-
kets. Another study suggestion is to reveal 

the dynamic interconnectedness between 
geopolitical risk indices and traditional in-
vestment instruments. This relationship can 
also be investigated with methods that re-
veal symmetric and asymmetric effects.

4.	 The difference in connectivity that occurs 
before and after exchange rate shocks is 
a separate research topic that needs to be 
addressed. Thus, it will be revealed what 
investment instrument groups will provide 
optimum portfolio diversity in the pre- and 
post-crisis periods.

5.	 Finally, examining the risk transfer with 
these conventional investment instruments, 
especially with banking and technology sec-
tors, will help develop sector-oriented in-
vestment and risk strategies.
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Appendix A: Findings of robustness analysis

Table A1 Total, short-run, and long-run average TCI (return connectedness)

Total GIR.Total BIST100.Total USD.Total EUR.Total GOLD.Total GDDI.Total FROM.Total
GIR 55.22 1.29 6.23 6.75 4.09 26.41 44.78

BIST-
100 1.08 53.79 16.17 10.87 5.38 12.72 46.21

USD 1.1 13.56 39.77 23.71 12.75 9.11 60.23
EUR 0.96 8.99 23.87 41.07 16.47 8.63 58.93

GOLD 1.29 6.67 16.19 17.24 54.57 4.04 45.43
GDDI 18.77 8.91 11.44 11.32 4.04 45.52 54.48

TO 23.2 39.43 73.9 69.89 42.73 60.91 310.05
Inc.
Own 78.42 93.22 113.67 110.96 97.3 106.43 cTCI/TCI

Net -21.58 -6.78 13.67 10.96 -2.7 6.43 62.01/51.68
Short-run GIR.1-12 BIST100.1-12 USD.1-12 EUR.1-12 GOLD.1-12 GDDI.1-12 FROM.1-12

GIR 44.09 1.08 4.72 5.18 3.07 20.03 34.08
BIST-

100 0.82 45.1 13.34 8.95 4.55 10.12 37.78

USD 0.91 10.79 32.78 19.67 10.56 7.74 49.66
EUR 0.79 7.45 20.27 34.98 13.58 7.41 49.49

GOLD 1.13 5.42 13.96 15.08 46.89 3.65 39.25
GDDI 14.44 7.51 8.89 8.51 3.09 35.84 42.43

TO 18.08 32.25 61.17 57.38 34.85 48.95 252.69
Inc.
Own 62.17 77.35 93.95 92.36 81.74 84.8 cTCI/TCI

Net -16 -5.52 11.51 7.89 -4.4 6.52 50.54/42.11

Long-run GIR.12-
Inf

BIST100.12-
Inf

USD.12-
Inf

EUR.12-
Inf

GOLD.12-
Inf

GDDI.12-
Inf FROM.12-Inf

GIR 11.14 0.22 1.51 1.57 1.02 6.38 10.69
BIST-

100 0.26 8.7 2.84 1.92 0.83 2.59 8.43

USD 0.18 2.77 6.99 4.05 2.2 1.37 10.57
EUR 0.17 1.54 3.6 6.09 2.89 1.23 9.43

GOLD 0.16 1.25 2.23 2.15 7.68 0.39 6.18
GDDI 4.33 1.4 2.55 2.82 0.95 9.68 12.05

TO 5.11 7.18 12.73 12.5 7.89 11.95 57.36
Inc.
Own 16.25 15.87 19.72 18.6 15.57 21.63 cTCI/TCI

Net -5.58 -1.26 2.16 3.07 1.7 -0.09 11.47/9.56
Source: Authors’ own calculations
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Table A2 Total, short-run, and long-run average TCI (volatility connectedness with forecast horizon 20)

Total GIR.Total BIST100.Total USD.Total EUR.
Total

GOLD.
Total

GDDI.
Total FROM.Total

GIR 63.58 0.51 6.9 5.96 2.42 20.61 36.42

BIST-100 0.45 76.07 11.9 4.79 3.6 3.18 23.93

USD 2.75 7.12 46.55 24.57 11.04 7.97 53.45

EUR 2.6 2.95 23.89 49.15 13.25 8.17 50.85

GOLD 1.36 2.3 13.02 15.49 64.24 3.59 35.76

GDDI 16.72 2.19 10.49 10.09 3.34 57.18 42.82

TO 23.87 15.07 66.21 60.91 33.65 43.53 243.23

Inc.Own 87.45 91.14 112.76 110.06 97.89 100.7 cTCI/TCI

Net -12.55 -8.86 12.76 10.06 -2.11 0.7 48.65/40.54

Short-run GIR.1-12 BIST100.1-12 USD.1-12 EUR.1-12 GOLD.1-12 GDDI.1-12 FROM.1-12

GIR 58.03 0.5 5.97 5.12 2.1 18.25 31.94

BIST-100 0.42 71.13 11.37 4.58 3.29 3.02 22.69

USD 2.44 6.75 42.55 22.15 9.89 7.15 48.39

EUR 2.42 2.86 22.09 45.62 12.09 7.66 47.11

GOLD 1.23 2.24 12.14 14.61 60.64 3.34 33.56

GDDI 14.66 2.08 9.08 8.79 2.95 50.63 37.56

TO 21.17 14.42 60.65 55.25 30.34 39.42 221.25

Inc.Own 79.2 85.55 103.2 100.87 90.97 90.05 cTCI/TCI

Net -10.77 -8.27 12.26 8.14 -3.23 1.87 44.25/36.87

Long-run GIR.12-
Inf

BIST100.12-
Inf

USD.12-
Inf

EUR.12-
Inf

GOLD.12-
Inf

GDDI.12-
Inf

FROM.12-
Inf

GIR 5.55 0.02 0.94 0.84 0.32 2.36 4.48

BIST-100 0.03 4.94 0.54 0.21 0.31 0.16 1.24

USD 0.3 0.37 4 2.42 1.14 0.82 5.06

EUR 0.18 0.09 1.8 3.53 1.16 0.52 3.74

GOLD 0.13 0.06 0.88 0.88 3.6 0.25 2.2

GDDI 2.06 0.11 1.41 1.3 0.38 6.55 5.27

TO 2.7 0.65 5.56 5.66 3.31 4.1 21.98

Inc.Own 8.26 5.59 9.56 9.18 6.91 10.65 cTCI/TCI

Net -1.78 -0.59 0.5 1.91 1.11 -1.16 4.40/3.66

Source: Authors’ own calculations
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Abstract

Purpose: This paper analyses economic and social impact of fiscal austerity policies on economic growth 
and income distribution. In response to the European public debt crisis, austerity measures were imple-
mented in 2010 to decrease the budget deficit and avoid the default of the government debt, but have also 
caused negative effects on the whole economy.

Methodology: In order to evaluate the effectiveness of fiscal austerity, the synthetic control method (SCM) 
is applied by creating a synthetic counterfactual from European countries. Greece is used as an example to 
assess the impact of the aforementioned policy due to having experienced fiscal consolidation to a much 
larger extent than other crisis-affected countries.

Results: Fiscal austerity causes a decline in real GDP per capita compared to its pre-austerity level. Ad-
ditionally, it results in higher unemployment and a more unequal distribution of income in the initial years 
following the treatment.

Conclusion: The objective of fiscal austerity, i.e. the reduction of the debt-to-GDP ratio, is frequently not 
achieved due to negative effects of these measures on GDP. Fiscal austerity may occasionally be unavoid-
able, but even in these cases, deliberate measure-taking is required to prevent the increase in unemploy-
ment and income inequality, as witnessed after the global financial crisis.

Keywords: Debt crisis, European countries, fiscal austerity, income inequality
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1.	 Introduction 

In order to balance the state budget, the practice 
of fiscal austerity is defined by a decrease in gov-
ernment spending and/or an increase in taxation, 
which typically takes place during times of crisis. 
Regarding the application of fiscal austerity meas-
ures, their efficacy, as well as their repercussions, 

there is no agreement in the political and scientific 
community. Lowering state spending and raising 
tax revenues is assumed to reduce the budget defi-
cit, restore investor confidence, and promote long-
term economic recovery (Anderson, 2010). How-
ever, fiscal austerity measures have historically not 
reduced the budget deficit due to decreased output 
and tax revenue (Okeke et al., 2021).
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The main goal of this paper is to analyse the empiri-
cal impact of fiscal austerity on economic growth, 
while also considering its effects on some variables 
that affect the social status of citizens. It is believed 
that tightening the state’s budget primarily affects 
the lowest socioeconomic groups, thereby widening 
the income gap (Campoy-Muñoz et al., 2022). Gov-
ernment spending cuts cause the labour income 
share to contract, which causes income to be redis-
tributed away from the working class. Additionally, 
since these measures are typically implemented 
during recessions, they also affect unemployment, 
directly through the loss of jobs in the public sector 
and indirectly through a decline in private-sector 
employment. Upon examining the historical fis-
cal austerity measures, it can be inferred that the 
primary focus of these measures was on increasing 
regressive taxation and cutting social expenditures, 
which served as the impetus for the rise in both 
unemployment and inequality. Mattei (2022) views 
fiscal austerity as a logical political agenda to pro-
tect capitalism since it increases worker precarious-
ness and dependence on the market. 

The example of the 2008 global financial crisis of-
ten illustrates the failure of fiscal austerity policies. 
Due to the crisis, most EU members implemented 
fiscal austerity measures to balance their budg-
ets and prevent sovereign debt default (Ray et al., 
2020). However, compared to other EU members, 
Greece had to implement far more austerity meas-
ures during the crisis. This was due to an austerity 
programme imposed by the EU and the Europe-
an Central Bank, which aimed to bring Greece’s 
finances under control in exchange for bailouts 
(Economides et al., 2021). The programme includ-
ed a tax reform, a pension reform, and pay cuts 
in the public sector. In relation to the tax reform, 
the administration was expected to present a fresh 
strategy aimed at enhancing revenue collection, 
curbing capital flight, and combating tax evasion. 
According to the IMF (2013), it was observed that 
no substantial progress has been made towards 
curbing tax evasion, and both the wealthy and the 
self-employed are still not paying their required 
taxes. To make matters worse, the value-added 
tax (VAT), which is a more regressive way of col-
lecting taxes, was raised by 10 percentage points, 
putting a burden on low-income households. This 
programme led to a reduction in public spending 
and an increase in taxes, which affected the public 
employees of Greece. Greece’s deficit has signifi-

cantly reduced since then. However, the nation’s 
austerity programme in 2010 had only sporadic 
positive effects on the economy. This is because 
the financial situation was not significantly im-
pacted by the austerity measures, as the nation 
had already experienced a deficiency in aggregate 
demand. To escape the austerity trap, it is crucial 
to increase exports to potentially offset the decline 
in aggregate demand (Stiglitz, 2014). However, 
Greece’s export performance has been poor, and 
the country has been carrying a massive current 
account deficit, which exceeds 10% of the GDP 
(Pagoulatos, 2018). The Greek economy shrank 
by 25% in 7 years, with unemployment above 20%. 
Austerity failed to achieve sustainable debt, and a 
2015 referendum rejected the second bailout due 
to its negative impact on the public (Ifanti et al., 
2013). 

In this paper, the synthetic control method is em-
ployed to examine the effects of fiscal austerity on 
real GDP per capita, unemployment, and inequal-
ity. This approach allows for testing the causal rela-
tionship between the variables. Considering the se-
verity of the measures, the effects of fiscal austerity 
are investigated using Greece as an example. Since 
the fiscal austerity measures started to be imple-
mented in 2010, when the first Economic Adjust-
ment Programme (EAP) was approved, 2010 is con-
sidered the year of treatment. Changes in real GDP 
per capita, unemployment, and income inequality 
are examined from 1995 to 2018.

The remainder of the paper is structured as follows. 
Section 2 provides a literature review on the rela-
tionship between fiscal consolidation and econom-
ic and social variables of interest. Section 3 brings 
the methodology and the used data. The results are 
presented and discussed in Section 4. Finally, the 
main conclusions of the research are provided in 
Section 5.

2.	 Literature review

The 2008 crisis reignited the long-running contro-
versy about the efficiency of fiscal multipliers and 
the impact of fiscal austerity on GDP, and scholars 
still disagree on that matter. They divide between 
those who consider that fiscal austerity harms the 
economy (Blanchard & Cottarelli, 2010; Blanchard 
& Leigh, 2013; Alexiou & Nellis, 2016; Brinca et 
al., 2020) and those who claim that fiscal austerity 
can have expansionary effects (Giavazzi & Pagano, 
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1990; Alesina & Ardagna, 2010; Mirdala, 2016; 
Alesina et al., 2015; 2019), mainly when based on 
spending cuts.

A variety of empirical research supports the neo-
classical theory. Giavazzi and Pagano (1990) dem-
onstrate a positive correlation between fiscal con-
solidation and an increase in private consumption. 
Alesina and Perotti (1997) discovered that there is 
occasionally a connection between fiscal consoli-
dation and rapid output growth, mainly when the 
consolidation is carried out by reducing govern-
ment spending instead of raising taxes. Further re-
search, such as Alesina and Ardagna’s (2010) paper, 
has confirmed these findings by analysing larger 
samples of countries and years. 

The economic impacts of budgetary reforms in 
OECD economies are examined by Alesina et al. 
(2015). They show that fiscal consolidation based 
on spending has relatively low economic costs, 
whereas consolidation based on taxes has far higher 
costs. Jordà and Taylor (2015) use a counterfactual 
analysis of the effects of the UK government’s tran-
sition to austerity measures, which took place in 
2010. They demonstrate that austerity is always det-
rimental to growth, particularly in times of reces-
sion. In a downturn, fiscal consolidation amount-
ing to 1% of GDP measures a four per cent loss of 
real GDP over five years, as opposed to just one per 
cent in a boom. Similar conclusions are drawn by 
House et al. (2019), who claim that counterfactu-
als demonstrate that removing austerity would have 
significantly decreased output losses in Europe. 
Moreover, in the wake of the crisis, several Europe-
an nations experienced an increase in debt-to-GDP 
ratios due to endogenous decreases in GDP and tax 
income caused by contractionary austerity shocks.

Using the synthetic control method, Rayl (2020) 
shows that GDP per capita in Greece, Spain, and 
Italy would have been higher if fiscal consolidation 
measures had not been implemented. Similarly, us-
ing the same method, Revuelta (2021) examines the 
effects of the EAPs in Greece and finds that their 
implementation has had a negative impact of 35.3% 
of the country’s GDP per capita.

Within the framework of fiscal austerity, most re-
search focuses on how the policy mix and economic 
output interact. However, only a few have examined 
how these budgetary adjustments affect unem-
ployment and income distribution. In contrast to 
neoclassical perspectives, it asserts that austerity 

causes output loss and raises long-term unemploy-
ment, which sets off an economic hysteresis effect 
(Alexiou & Nellis, 2016). The IMF (2014) examined 
specific cases where policy actions were meant to 
lower budget deficits. They show that reducing the 
budget deficit had increased unemployment and 
caused domestic demand to contract for both kinds 
of adjustment instruments, tax-based instruments 
and spending-based instruments. Using counter-
factual simulations, Lama and Medina (2019) dem-
onstrate that improving the fiscal balance might 
come at the cost of a higher unemployment rate. 

The relation between unemployment and the im-
pact of fiscal austerity on income inequality is quite 
strong. Woo et al. (2013) point out that the unem-
ployment channel accounts for roughly 15-20% of 
increases in income inequality. Research demon-
strates that spending-based adjustments have a 
significant and negative impact on the labour share 
of national income and increase income disparities, 
mainly because they cause long-lasting unemploy-
ment (Okeke et al., 2021), whereby the impact on 
the labour’s share of national income is more signif-
icant than that on capital income (Ball et al., 2013). 

3.	 Methodology and data

The synthetic control method (SCM) enables the 
evaluation of the effect of an intervention that af-
fects one unit, which can be, for example, a region 
or a country. The synthetic control method is a gen-
eralisation of the difference-in-differences model 
that shows what would have happened if an inter-
vention or policy had not occurred. Essentially, the 
SCM proposes that a group of units is a more reli-
able “imitation” for the unit receiving the treatment 
than any unit by itself. The SCM is an innovative 
way to detect causality, presented first in the work 
of Abadie and Gardeazabal (2003). It has several 
benefits: 1) prevents endogeneity bias; 2) useful for 
small samples, and 3) produces more accurate re-
sults compared to standard regression (Abadie et 
al., 2010; Abadie, 2020).

The SCM searches for a set of control unit weights 
 such that:
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which sets off an economic hysteresis effect (Alexiou & Nellis, 2016). The IMF (2014) 

examined specific cases where policy actions were meant to lower budget deficits. They show 

that reducing the budget deficit had increased unemployment and caused domestic demand to 

contract for both kinds of adjustment instruments, tax-based instruments and spending-based 

instruments. Using counterfactual simulations, Lama and Medina (2019) demonstrate that 

improving the fiscal balance might come at the cost of a higher unemployment rate. 

The relation between unemployment and the impact of fiscal austerity on income inequality is 

quite strong. Woo et al. (2013) point out that the unemployment channel accounts for roughly 

15-20% of increases in income inequality. Research demonstrates that spending-based 

adjustments have a significant and negative impact on the labour share of national income and 

increase income disparities, mainly because they cause long-lasting unemployment (Okeke et 

al., 2021), whereby the impact on the labour’s share of national income is more significant than 

that on capital income (Ball et al., 2013). 

3. Methodology and data

The synthetic control method (SCM) enables the evaluation of the effect of an intervention that 

affects one unit, which can be, for example, a region or a country. The synthetic control method 

is a generalisation of the difference-in-differences model that shows what would have happened 

if an intervention or policy had not occurred. Essentially, the SCM proposes that a group of 

units is a more reliable “imitation” for the unit receiving the treatment than any unit by itself. 

The SCM is an innovative way to detect causality, presented first in the work of Abadie and 

Gardeazabal (2003). It has several benefits: 1) prevents endogeneity bias; 2) useful for small 

samples, and 3) produces more accurate results compared to standard regression (Abadie et al., 

2010; Abadie, 2020).

The SCM searches for a set of control unit weights 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 such that:

𝑌𝑌𝑌𝑌1, 𝑡𝑡𝑡𝑡<𝑇𝑇𝑇𝑇0 = ∑ 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗
𝐽𝐽𝐽𝐽+1
𝑗𝑗𝑗𝑗=2 ∗ 𝑌𝑌𝑌𝑌𝑗𝑗𝑗𝑗, 𝑡𝑡𝑡𝑡<𝑇𝑇𝑇𝑇0.

(1)

There are outcome variables (real GDP per capita, unemployment rate and GINI) for a treated 

unit (Greece) and J control units (27 European countries). The outcome variable in country 𝑖𝑖𝑖𝑖 at 

time 𝑡𝑡𝑡𝑡 is 𝑌𝑌𝑌𝑌𝑖𝑖𝑖𝑖,𝑡𝑡𝑡𝑡; 𝑖𝑖𝑖𝑖 = 1 is the treated unit; 𝑖𝑖𝑖𝑖 = 2,3, … ,  𝐽𝐽𝐽𝐽 + 1 are the control units; 𝑇𝑇𝑇𝑇0 refers to the 

treatment year (fiscal austerity measures in 2010); the time periods where 𝑡𝑡𝑡𝑡 < 𝑇𝑇𝑇𝑇0 are ‘pre-

treatment’ (1995-2009), and 𝑡𝑡𝑡𝑡 ≥ 𝑇𝑇𝑇𝑇0 is ‘post-treatment’ (2010-2018).

(1)

There are outcome variables (real GDP per capita, 
unemployment rate and GINI) for a treated unit 
(Greece) and J control units (27 European coun-
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tries). The outcome variable in country at time  
is ; is the treated unit; 
are the control units; refers to the treatment year 
(fiscal austerity measures in 2010); the time periods 
where  are ‘pre-treatment’ (1995-2009), and 

 is ‘post-treatment’ (2010-2018).

During the pre-treatment period, the treated unit is 
equivalent to the weighted total of the control units. 
But since it is often not possible to obtain a precise 
match, the following equation is used instead (Ab-
adie and L’hour, 2021): 

During the pre-treatment period, the treated unit is equivalent to the weighted total of the control 

units. But since it is often not possible to obtain a precise match, the following equation is used

instead (Abadie and L’hour, 2021):

𝑌𝑌𝑌𝑌1, 𝑡𝑡𝑡𝑡<𝑇𝑇𝑇𝑇0 ≈ ∑ 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗
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(2)

such that the mean squared error prior to treatment is minimised:
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1.
(3)

By averaging pre-intervention results of chosen donor states, the SCM constructs a 

“synthetic” counterfactual region. A pool of possible candidates is used to pick the donor 

countries that come together to generate synthetic control. The choice of donor countries and 

weights is determined by predictor variables that impact the result.2 The resulting synthetic is 

a control for the affected region after policy adoption and closely resembles the outcome of the 

affected region before policy enactment. 

Using the 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 weights, the causal effect is estimated such that: 

𝑌𝑌𝑌𝑌1,𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0 = 𝑌𝑌𝑌𝑌1, 𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0
𝑁𝑁𝑁𝑁 + 𝛼𝛼𝛼𝛼1,𝑡𝑡𝑡𝑡. (4)

The fundamental problem of causal inference is that 𝑌𝑌𝑌𝑌1, 𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0
𝑁𝑁𝑁𝑁 cannot be observed, thus the 

weighted control units are used instead. The difference between the treated time series and the 

weighted average of control units which represents the treatment’s effect, also known as the 

causal effect, can be written as (Abadie et al., 2010):

𝛼𝛼𝛼𝛼1,𝑡𝑡𝑡𝑡 = 𝑌𝑌𝑌𝑌1,𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0 − 𝑌𝑌𝑌𝑌1, 𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0
𝑁𝑁𝑁𝑁 . (5)

For the approach to be used effectively, three assumptions must be valid. First, for every year 

during the pre-treatment period that was utilised to generate synthetic control, the policy change 

only affects the treated country. Second, the policy change has an effect only when it is 

implemented. In other words, the treatment is not anticipated and does not cause an effect before 

the year of implementation. Third, a fixed combination of donor states can 

approximately represent the counterfactual outcome for the treated country. This means that in 

order to prevent any potential interpolation bias, the values of the variables used to construct 

1 The constraints put on wj are “strictly bounded” (0≤wj≤1) and “sum to one” (∑wj=1). These are called 
“convex” weights, which means that the weighted average is without extrapolation.
2 Thus, different predictor variables imply different selection of weights and countries in the “synthetic”
counterfactual country. 
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countries that come together to generate synthetic control. The choice of donor countries and 

weights is determined by predictor variables that impact the result.2 The resulting synthetic is 

a control for the affected region after policy adoption and closely resembles the outcome of the 

affected region before policy enactment. 

Using the 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 weights, the causal effect is estimated such that: 

𝑌𝑌𝑌𝑌1,𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0 = 𝑌𝑌𝑌𝑌1, 𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0
𝑁𝑁𝑁𝑁 + 𝛼𝛼𝛼𝛼1,𝑡𝑡𝑡𝑡. (4)

The fundamental problem of causal inference is that 𝑌𝑌𝑌𝑌1, 𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0
𝑁𝑁𝑁𝑁 cannot be observed, thus the 

weighted control units are used instead. The difference between the treated time series and the 

weighted average of control units which represents the treatment’s effect, also known as the 

causal effect, can be written as (Abadie et al., 2010):

𝛼𝛼𝛼𝛼1,𝑡𝑡𝑡𝑡 = 𝑌𝑌𝑌𝑌1,𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0 − 𝑌𝑌𝑌𝑌1, 𝑡𝑡𝑡𝑡≥𝑇𝑇𝑇𝑇0
𝑁𝑁𝑁𝑁 . (5)

For the approach to be used effectively, three assumptions must be valid. First, for every year 

during the pre-treatment period that was utilised to generate synthetic control, the policy change 

only affects the treated country. Second, the policy change has an effect only when it is 

implemented. In other words, the treatment is not anticipated and does not cause an effect before 

the year of implementation. Third, a fixed combination of donor states can 

approximately represent the counterfactual outcome for the treated country. This means that in 

order to prevent any potential interpolation bias, the values of the variables used to construct 

1 The constraints put on wj are “strictly bounded” (0≤wj≤1) and “sum to one” (∑wj=1). These are called 
“convex” weights, which means that the weighted average is without extrapolation.
2 Thus, different predictor variables imply different selection of weights and countries in the “synthetic”
counterfactual country. 

(5)

For the approach to be used effectively, three 
assumptions must be valid. First, for every year 
during the pre-treatment period that was uti-
lised to generate synthetic control, the policy 
change only affects the treated country. Second, 
the policy change has an effect only when it is 
implemented. In other words, the treatment is 
not anticipated and does not cause an effect be-
fore the year of implementation.  Third, a fixed 
combination of donor states can approximate-
ly  represent the counterfactual outcome for the 
treated country. This means that in order to pre-
vent any potential interpolation bias, the values 
of the variables used to construct the weights 
must be comparable between the donor pool 
countries and the affected country. The values of 
the treated country cannot be outside any linear 
combination of the values from the donor pool 
countries. The assumptions of the model are ex-
plained in the following paragraphs.

Given that in this paper we want to examine the im-
pact of fiscal austerity on real GDP per capita, un-
employment and inequality, it is necessary to con-
struct three models. In order to be able to observe 
the causality in all three models, to begin with, it 
is necessary to select a country that has introduced 
fiscal austerity measures to a greater extent than 
the other countries that make up the donor pool2 
(McClelland and Gault, 2017). In the selection of 
the treated unit, the methodology according to Rayl 
(2020) was employed, where the degree of strength 
of fiscal austerity is determined from IMF data in 
such a way that the average increase and decrease 
of the budget deficit in the period from 2010-2013, 
but also the percentage year-to-year increase in the 
government structural balance, are observed (pre-
sented in Table 1). It can be concluded that Greece 
and Spain experienced heavy austerity measures, 
but Greece faced these measures to a much larger 
extent. 
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Table 1 Evaluating the magnitude of fiscal austerity in European countries, 2010-2013

Type of 
Austerity Definition Countries

No Austerity > 0 avg, no more than 1% increase in YTY GSB3 
in any year during 2010 - 2013

Denmark, Estonia, Finland, Norway, Sweden, 
Switzerland

Very Light 
Austerity

> 0.5, no more than 2% increase in YTY GSB in 
any year during 2010 - 2013

Austria, Belgium, Germany, Luxembourg, 
Malta

Light Austerity > 0.85, no more than 2.5% increase in YTY GSB 
in any year during 2010 - 2013 Croatia, France, Netherlands, Poland, Slovenia

Moderate 
Austerity > 0.85 avg GSB (% GDP)

Czech Republic, Island, Ireland, Italy, Latvia, 
Lithuania, Portugal, Romania, Slovak Republic, 
United Kingdom

Heavy Austerity 
(Treatment)

>2 avg, greater than 4% increase in YTY GSB in 
a year during 2010 - 2013 Greece, Spain

Source: International Monetary Fund, World Economic Outlook Database, October 2019 
General Government Structural Balance

3	 Year-to-year change in the general government structural balance. 

4	 See Revuelta (2021).

This paper uses Greece as the treated unit, and the 
year 2010 as the year of the intervention, which is 
related to the introduction of the first Economic 
Adjustment Programme4. The idea of ​​the synthetic 
control method is to construct a “synthetic” Greece 
based on averaging the predictor variables of the 
countries from the donor pool. Therefore, the first 
step is the selection of predictor variables, i.e. vari-
ables that influence outcomes in countries from the 
donor pool both before and after treatment.

Table 2 presents the selected predictor variables, as 
well as the variables of interest. Different predictor 
variables are used in the three models. The lagged 
values ​​of the outcome variables from 1998, 2002, 
and 2009 are included, as the lagged outcome vari-
able is one potentially significant predictor of the 
outcome variable. It addresses the problem of omit-
ting important predictor effects since it includes 
the impacts of all predictor variables, regardless of 
whether the analyst collects them. Indeed, accord-
ing to Athey and Imbens (2006), it is customary to 
include the lagged outcome variable for a few pre-
treatment years, since other predictor variables are 
rarely significant. In implementing the synthetic 
control method, it is necessary to define a pre-
treatment period, i.e. a period before the interven-
tion over which the predictors will be averaged and 
a post-treatment period, i.e. a period in which the 
effect of the intervention will be examined. In this 

paper, the pre-treatment period refers to the period 
from 1995 to 2009, while the post-treatment period 
refers to the period from 2010 to 2018. The next step 
is the choice of countries for the so-called donor 
pool. In order to acquire values for the donor pool 
countries that are comparable to those for Greece, 
EU countries are selected in the donor pool. Ideally, 
units that have not been the subject of treatment 
should be included in the donor pool. Given that 
all EU countries introduced certain fiscal austerity 
measures during the financial crisis, the goal is to 
exclude those countries where these measures were 
more pronounced. Accordingly, all EU countries 
are included in the donor pool, with the exception 
of Spain. Since the assumption that the treatment 
was present only in Greece is not entirely satisfied, 
this could cause the effect to be relatively underes-
timated in Greece, which is not as concerning as an 
overestimation of the effect, but it is still important 
to consider this when analysing the results. 

Furthermore, each country is assigned a certain 
share in the “synthetic” control group with the aim 
that it closely matches Greece in the pre-treatment 
period. In the period of intervention, an alternative 
scenario can be seen, i.e. what would have hap-
pened if fiscal austerity measures had not been in-
troduced. Thus, the causal effect can be determined 
as the difference between Greece and “synthetic” 
Greece.



Škuflić,L. et al.:The cost of fiscal austerity: A synthetic control approach

344 Vol. 37, No. 2 (2024), pp. 339-353

Table 2 Description of variables

Outcome variables

gdppcap
(Model 1, M1)

GDP per capita, based on purchasing power parity (PPP) (in constant 2011 
international dollars)

unem 
(Model 2, M2)

Unemployment rate

ginim
(Model 3, M3)

The Gini index on market income—sometimes referred to as a pre-tax Gini index—
measures inequality in income without considering the effect of taxes and social 
spending already in place in a country. It is shown on a scale from 0 to 100%. 

Predictor variables

popg
(M1)

Population growth (annual %) 

inv
(M3)

Net investment in government nonfinancial assets (% GDP) includes fixed assets, 
inventories, valuables, and non-produced assets. Nonfinancial assets are stores of 
value and provide benefits either through their use in the production of goods and 
services or in the form of property income and holding gains. Net investment in 
nonfinancial assets also includes consumption of fixed capital.

gdppcap
(M2, M3)

GDP per capita based on purchasing power parity (PPP)

terenr
(M2)

School enrolment, tertiary (% gross)

ind
(M1, M2)

Industry, value added (% of GDP)

agr
(M1, M2)

Agriculture, value added (% of GDP)

debtgdp
(M1, M3)

General government gross debt (% of GDP)

trade
(M2)

Trade (% of GDP); the sum of exports and imports of goods and services measured as 
a share of gross domestic product

unem 
(M3)

Unemployment rate

Note: All variables are gathered from the World Bank Database; except for the variable Ginim, which is gathered from 
the Standardized World Income Inequality Database. 
Source: World Bank Database, Standardized World Income Inequality Database

To ensure that the findings are not the result of 
pure chance, placebo tests are employed (in-space 
and in-time placebo). In order to conduct the in-
space placebo test, the synthetic control approach is 
applied to untreated countries to quantify a degree 
to which the impact size in untreated countries de-
viates from the effect found for treated countries. 
There is reason to question the significance of the 
estimations for the treated unit if impacts of com-
parable magnitudes are frequently detected. It can 
be claimed that there is strong evidence of a signifi-
cant impact of fiscal austerity on Greece’s economic 
and social variables if placebo testing reveals that 

the difference between the synthetic outcome and 
the actual outcome is unusually large for Greece 
in comparison to other nations. Throughout the 
course of the treatment year, in-time placebo tests 
are also conducted. To further verify that the out-
comes are not the product of pure chance, the 
intervention should be reassigned to years when 
there was none (Chen & Yan, 2023). 

4.	 Results and discussion

Estimating the impact of fiscal austerity in Greece 
requires determining the optimal counterfactual. 
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Synthetic control weights and the optimal coun-
terfactual composition have been optimised using 
the process outlined in the preceding section. The 
STATA18 synth2 package was used to perform the 
estimations.

Three models were constructed. The first model re-
fers to the impact of fiscal austerity on real GDP per 
capita. Predictor variables used in the first model 
are popg, debtgdp, agr, ind and lagged outcome var-
iables for 1998, 2002 and 2009. In constructing the 
counterfactual, the following shares were allocated 
to the countries: Hungary 47.1%, Iceland 20.2%, 
Latvia 11.3%, Belgium 11%, Luxembourg 6.5%, 
and Lithuania 4%. The result of our baseline speci-
fications is given in Figure 1. In the pre-treatment 
period, real GDP per capita in “synthetic” Greece 
adequately captures the dynamics of real GDP per 
capita in Greece (R-squared = 0.98). This allows 

for a more certain interpretation of the outcomes 
produced by the synthetic control method. The dif-
ference between the real GDP per capita of Greece 
and “synthetic” Greece between 2010 and 2018 was 
used to quantify the effect of the introduction of fis-
cal austerity measures. Although the EAP measures 
were introduced in 2010, the effect was already vis-
ible in 2009, which can be explained by the possible 
anticipation of such measures and the slowdown of 
the economy. The method showed a negative effect 
of fiscal austerity measures on real GDP per capita 
in Greece. The red (dashed) line indicates what real 
GDP per capita in Greece would have been if fis-
cal austerity measures had not been introduced. 
As can be seen, real GDP per capita would then be 
significantly higher, on average (through the post-
treatment period) 6,916.96 international dollars. 
This finding supports the heterodox view of fiscal 
austerity presented in Section 2.

Figure 1 The effect of EAP on real GDP per capita (gdppcap) in Greece

Source: Authors’ calculations

The second model shows the impact of fiscal aus-
terity on the unemployment rate (see Figure 2). 
Predictor variables included in the model are gdp-
pcap, terenr, agr, ind, trade and lagged values ​​of the 
dependent variable (same as in the first model). In 
this model, “synthetic” Greece is constructed from 
France (41.3%), Portugal (22.8%), Poland (19.2%), 
and Italy (16.6%). In this model, the influence of 
the effect can also be seen since 2009; however, 
the synthetic version does not match the actual 
values ​​for Greece (prior to the treatment) as pre-

cisely as in Model 1. The validity of the model will 
be demonstrated by the placebo tests conducted in 
the following stage. Figure 2 shows that Greece has 
significantly higher unemployment rates compared 
to “synthetic” Greece, which is in line with the 
scientific literature. The average treatment effect, 
estimated in the post-treatment period, is 12 per-
centage points. The effect itself is most pronounced 
in 2013 (15.68 percentage points) and thereafter it 
starts to decrease gradually. 



Škuflić,L. et al.:The cost of fiscal austerity: A synthetic control approach

346 Vol. 37, No. 2 (2024), pp. 339-353

Figure 2 The effect of EAP on the unemployment rate (unem) in Greece

Source: Authors’ calculations

The impact of the introduction of the Economic Ad-
justment Programme on income inequality (meas-
ured by the Gini index before taxes and transfers) is 
examined by the third model, and it is shown in Fig-
ure 3. Predictor variables included in this model are 
unem, gdppcap, debtgdp and inv, and lagged values ​​
of the dependent variable. “Synthetic” Greece is 
constructed from Sweden (47.3%), Austria (27.3%), 
Portugal (23.6%), and Ireland (1.6%), and it closely 
resembles the actual values ​​for Greece prior to the 
treatment (R-Squared = 0.95). The impact of fiscal 
austerity on income inequality varies in compari-
son to the impact on real GDP per capita and the 
unemployment rate. Namely, at the beginning of 
the post-treatment period, income inequality in 
Greece is higher than in “synthetic” Greece, and the 
peak was reached in 2013, when the Gini index in 

Greece was 1.357 percentage points higher than it 
would have been if Greece had not started the EAP. 
However, after 2017, the effect turns negative, i.e. 
the Gini index in Greece is 1.1 percentage points 
lower in 2017, and 2.02 percentage points lower in 
2018 than it would have been if Greece had not in-
troduced fiscal austerity measures. Thus, from the 
aspect of income inequality, fiscal austerity initially 
increased income inequality, and later it resulted in 
the reduction of income disparities. Thus, the level 
of inequality in Greece was lower compared to that 
of “synthetic” Greece. Fiscal austerity is expected 
to increase income inequality, while the opposite 
effect can be explained by the reduction of public 
debt and the indirect effect it has on income distri-
bution (see Hager, 2016).

Figure 3 The effect of EAP on income inequality (ginim) in Greece

Source: Authors’ calculations
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To test the reliability of the synthetic control meth-
od results, two types of placebo tests were con-
ducted – in-space placebo and in-time placebo. The 
results of these tests are displayed in the paragraphs 
that follow. 

First, an in-space placebo test was performed to 
analyse the significance of the estimates. The test 
requires that all of the donor countries are subject 
to the 2010 intervention.5 Figures 4, 5 and 6 show 
the results of the placebo test for the three models, 
respectively, by graphing the distribution of placebo 
effects. The mean squared prediction error (MSPE) 
and the p-value derived from the placebo test pro-
vide detailed information on the robustness of the 
model, as can be seen in Figure 4. In the first model, 
the expected impact for Greece differed mark-
edly from the estimates of the placebo tests for the 

5	 This analysis excludes those with a pre-treatment MSPE two times larger than that of the treated unit (option (unit cutoff(2)).

6	 Number 16 is calculated by extracting the number of units with a pre-treatment MSPE two times larger than that of the treated unit 
(which are 8 units) from the total number of donor states (24).

countries in the donor pool. The red line shows the 
impact on Greece, whereas the grey lines illustrate 
the effects when the treatment is applied to differ-
ent donor pool countries. Greece’s influence can 
be deemed significant if the red line falls below the 
grey lines during the post-treatment period. This is 
because, in comparison to the placebo countries, 
Greece encounters the greatest negative effect from 
the treatment. Since that is the case in Figure 4, the 
effect was caused by the EAP in Greece, as opposed 
to a common shock that the EU suffered as a re-
sult of the financial crisis and a deep recession. The 
results indicate that Greece has the largest MSPE 
ratio among all donor countries, with a general p-
value of 1/166 = 0.0625 (significant at the 10% level). 
Additionally, the pointwise p-values (two-sided and 
left-sided) present that for most post-treatment 
years the effects are significant at the 10% level.

Figure 4 Robustness of results for Model 1 – placebo gaps in control countries
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Note: The red line represents Greece, while the grey lines show other countries from the donor pool with a pre-treat-
ment MSPE two times larger than the treated unit. 
Source: Authors’ calculations

In the second model, the placebo test yields an 
overall p-value of 0.05, while the pointwise p-values 
(either two-sided or right-sided) are significant at 
5% for all post-treatment years. Figure 5 illustrates 
how Greece’s effect on unemployment differs sig-
nificantly from other countries included in the pla-
cebo test. The red line in this figure indicates that 

the effect on Greece is the most significant as the 
red line is above the grey lines. In other words, 
Greece’s unemployment rate increased more than 
that of any other donor country as a result of the 
fiscal austerity measures. Therefore, we can validate 
the accuracy of this model.
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Figure 5 Robustness of results for Model 2 – placebo gaps in control countries
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7	 There are a total of 22 units with a pre-treatment MSPE two times larger than the treated unit; therefore, the p-value is calculated as ½. 

Figure 6 presents the placebo test results for the 
third model. The figure shows that the outcome 
for Greece does not significantly differ from the 
estimates of the placebo tests for the donor pool 
nations. This can also be confirmed by the overall 
p-value of 0.57, as well as by the pointwise p-val-

ues that are not significant at the common levels 
of significance. The outcome shows that the 2010 
treatment impact is not specific to Greece; hence, 
it is not possible to link it to the implementation of 
EAPs with certainty.

Figure 6 Robustness of results for Model 3 – placebo gaps in control countries
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Secondly, to further test the robustness of the re-
sults, an in-time  placebo test was conducted. 
We use the synthetic control approach to estab-
lish an alternative intervention year  for the treat-

ment; rather than 2010, we consider the treatment 
to begin in 2005, five years prior to the first actual 
implementation of EAPs. 

Figure 7 Robustness of results for Model 1 – in-time placebo test (treatment year = 2005)

Source: Authors’ calculations

In the first (see Figure 7) and the second model 
(see Figure 8), the EAP effect became apparent in 
2010. Thus, the results of the first two models are 
robust. Figures 7 and 8 illustrate that, even when a 
different treatment year is selected, the impact of 
the treatment is most evident from 2010 onward. 

This indicates that there is no bias in these mod-
els regarding the treatment year. Therefore, the ef-
fect shown by the synthetic control method can be 
considered a consequence of the implementation of 
EAPs in 2010. 

Figure 8 Robustness of results for Model 2 – in-time placebo test (treatment year = 2005)

Source: Authors’ calculations



Škuflić,L. et al.:The cost of fiscal austerity: A synthetic control approach

350 Vol. 37, No. 2 (2024), pp. 339-353

However, the in-time placebo test result of Model 3 
indicates that the model is not robust, given that the 
effect appears to have begun in 2004 (see Figure 9). 

As a result, the effect determined by the synthetic 
approach cannot solely be attributed to Greece’s fis-
cal austerity measures.

Figure 9 Robustness of results for Model 3 – in-time placebo test (treatment year = 2005)

Source: Authors’ calculations

The in-time placebo test reassigns the treatment to 
start in a year during the pre-treatment period. If 
the placebo estimate significantly differs from the 
actual pre-treatment, the robustness of the model 
is questionable. While Models 1 and 2 can be con-
sidered robust, the third model is biased due to the 
discrepancy between the actual treatment year and 
the year when the effect occurred in the in-time 
placebo test. 

Furthermore, reasons for decreasing GDP per capi-
ta in Greece are external (a financial crisis), but also 
internal, i.e. orientation towards tourism, which is 
related to structural weaknesses of the economy 
and relative incompatibility with the structure of 
developed countries, low resilience, low productiv-
ity and a low level of competitiveness. The method-
ology used in this paper enables the identification 
of the causal effect of “fiscal austerity”, given that 
the donor pool includes European countries which 
were also affected by the financial crisis. The main 
cause of the decline was observed uniquely in all 
countries, whereby internal factors are to a greater 
or lesser extent represented at least in one or more 
EU member states used in the donor pool. For in-
stance, low productivity and a low level of competi-
tiveness were also observed in Portugal, Croatia, 

Romania, etc. Therefore, with this method, the ef-
fects of the introduction of EAP measures and their 
causality with respect to GDP, unemployment and 
inequality can be determined quite precisely, ab-
stracting to a greater extent the influence of other 
factors relevant to the phenomenon itself. 

5.	 Conclusion

In this paper, the effect of fiscal austerity measures 
introduced in 2010 in Greece on the variables of 
real GDP per capita, unemployment rate and in-
come inequality, is evaluated using the synthetic 
control method. The causal effect is estimated by 
creating a counterfactual from a group of European 
countries, which depicts Greece as closely as pos-
sible in the years prior to the intervention. In the 
post-treatment period, the difference between the 
synthetically created Greece and the actual Greece 
can be observed, which shows the effect of the in-
tervention. The period in which the movement of 
the variables is observed is from 1995 to 2018.

The paper shows that the fiscal austerity measures 
introduced during the global financial crisis in 
Greece had a negative impact on the movement of 
real GDP per capita, which is 42.7% lower in Greece 
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in 2018 in comparison to the real GDP per capita 
of the “synthetic” Greece. Precisely, in the post-
intervention period (from 2010 to 2018), real GDP 
per capita is on average 6,916.96 international dol-
lars lower than it would have been if fiscal auster-
ity measures had not been introduced. As for the 
unemployment rate, the average treatment effect 
after the intervention is 12 percentage points. The 
unemployment rate in 2018 in Greece is 61.54% 
higher when compared to the “synthetic” Greece. It 
should be emphasised that since 2013 the effect has 
been decreasing. 

The findings are not consistent when it comes to 
how fiscal austerity affects income inequality. First, 
the implementation of EAPs causes Greece’s Gini 
coefficient to rise relative to the “synthetic Greece”; 
subsequently, the Gini coefficient decreases, and 
since the beginning of 2016, Greece’s inequality 
has decreased relative to what it would have been 
in the absence of fiscal austerity measures. Still, the 
results may only be partially interpreted since the 
robustness of the third model was not verified by 
the in-time and the in-space placebo test.

It can be concluded that fiscal austerity in Greece 
reduced real GDP per capita and caused an increase 
in the unemployment rate. Because fiscal austerity 
measures were linked to the global financial crisis, 
this work is limited in that it is impossible to de-
termine whether fiscal austerity is always harmful 
(the heterodox perspective) or only problematic 
when implemented during recessions (the Keynes-
ian view). This research, however, confirmed the 
statements of those who criticised the strict auster-
ity policy in Greece. The empirical results of this 
paper are in line with the findings of Jordà and Tay-
lor (2015) and House et al. (2019) (see Section 2), 
which suggest that fiscal consolidation is detrimen-
tal to economic growth. Considering the effect on 

unemployment, this paper is consistent with Lama 
and Medina (2019), who also examine a rise in the 
unemployment rate due to fiscal austerity. Since the 
aforementioned papers examine the effects of fiscal 
austerity in different countries, this enables a com-
prehensive view of the consequences of such poli-
cies. Rayl (2020), Revuelta (2021) and Alogoskoufis 
(2019), who also concentrate on the case of Greece, 
likewise conclude that the 2010 strategy in Greece 
came at a significant cost in terms of a reduction in 
output and employment. The strong fiscal adjust-
ments required from Greece had depressing effects 
by sinking domestic demand and thereby lowering 
real GDP per capita while exaggerating unemploy-
ment. As a consequence, Greece’s economy was un-
able to grow or achieve fiscal sustainability, which 
led to a vicious cycle.

The obtained results also bring policy implications. 
In all instances, the findings of our research indi-
cate that the potential distributional effects of fis-
cal austerity should be weighed against its benefits. 
Governments are frequently able to introduce tax 
increases or spending reductions so that the overall 
impact on distribution is minimised. It is crucial to 
pay attention to how fiscal policy affects inequal-
ity, especially now that it is rising and could be a 
cause of social unrest. When evaluating the causal 
effects of comprehensive policies, the synthetic 
control method has the advantage of being able to 
resolve the endogeneity issue. Its limitation, how-
ever, is that it depends on several assumptions, 
some of which are challenging to verify. One exam-
ple of these assumptions in this paper is that the 
policy was not anticipated and only implemented 
in the observed country. Future research could con-
sider different methods in addition to the synthetic 
approach to further evaluate the consequences of 
fiscal austerity. 
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Abstract

Purpose: This paper aims to examine the occupational structures of selected EU member countries and as-
sess their compatibility with the labour market demands, aiming to identify potential structural mismatch-
es. The search evaluates the alignment between existing knowledge and skills in specific qualifications and 
those required by employers, utilizing disaggregated data from registered employment offices in Austria, 
Croatia, Slovenia, and Spain, spanning from 2010 to 2022. 

Methodology: Methodologically, the study uses Beveridge curves, labour market tightness, and match-
ing efficiency estimates to measure the matching needs of employers and unemployed job seekers within 
various occupation groups. The analysis focuses on the impact of economic downturns and fluctuations 
in unemployment rates on different occupation groups, with a particular emphasis on more complex and 
better-paid occupations. 

Results: Results indicate that workers in higher-skilled occupations may experience a more resilient po-
sition within the aggregate labour market trends. However, the study reveals that deviations from these 
trends among occupation groups are relatively minor, underscoring the substantial influence of overall 
labour market conditions on all segments.

Conclusion: The research finds that differences in occupation groups have a limited impact on the broader 
labour market trends. Regardless of occupation complexity, improvements and deteriorations in labour 
market conditions affect all groups uniformly. These findings suggest a nuanced interplay between occupa-
tional structures and aggregate labour market dynamics, emphasising the need for comprehensive policy 
considerations to address potential mismatches and promote overall labour market efficiency.

Keywords: Mismatch, occupational groups, Beveridge curve, matching efficiency, labour market tightness
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1.	 Introduction

The current divide between the prevailing educa-
tional and occupational framework, the skills ac-
quired in schools and universities, and the skills 
demanded in the professional sphere poses a sig-

nificant challenge. This discrepancy becomes in-
creasingly challenging to navigate in the face of 
rapid technological advancements, presenting a 
substantial threat to economic growth and develop-
ment. Over the long term, such a misalignment has 
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the potential to markedly contribute to structural 
unemployment in the economy. It is crucial to ac-
knowledge that the efficacy of the matching process 
also depends on business cycles.

This research primarily focuses on the fundamental 
aspect of the matching process, specifically address-
ing the alignment of employers’ needs with those of 
unemployed job seekers to fill available positions. 
The overall efficiency of this matching dynamics 
fluctuates throughout the economic cycle due to 
variations in the average characteristics of the labour 
market. Regardless of the examined dimension (i.e., 
education mismatch or skill mismatch), occupa-
tional mismatch always highlights some inefficiency 
of a country’s educational system and labour market 
(Flisi et al., 2017). In this part of the research, the 
main theoretical assumptions and existing empiri-
cal findings regarding the compatibility of the exist-
ing occupational group structure and labour market 
needs within the European Union will be elaborat-
ed. Most labour markets are tighter than they were 
before COVID-19. According to IMF research (Du-
val et al., 2022), the main reason why employment 
remains restrained, particularly compared to the 
pre-crisis trend, is that disadvantaged groups – in-
cluding low-skilled workers, older workers, or wom-
en with young children – have yet to fully return to 
the labour market. To investigate the labour market 
more deeply, we apply the labour market matching 
model to various occupation groups, focusing on the 
link between unemployment and vacancies (new job 
posts). As the dynamics of job matching evolve with 
shifting business cycles, it becomes crucial to assess 
the real-time correlation. The most effective visual 
representation of the matching process in the labour 
market is the Beveridge curve, which illustrates the 
empirical trade-off between job vacancies and un-
employment.

The Beveridge curve serves as an instrument for as-
sessing the efficiency of labour market operations. 
Its negative slope signifies a tendency for vacancy 
and unemployment rates to exhibit inverse move-
ments throughout the business cycle. Movements 
in the vacancy-unemployment space are usually re-
lated to labour market tightness and labour market 
efficiency (Consolo & da Silva, 2019). We examine 
the process of demand and supply matching by es-

1	 ISCO-88 (International Standard Classification of Occupations – ISCO) outlines a broad structure of ten major occupational groups. 
2, 3 and 4 digits and levels at the aggregate level are: 1. Legislators, senior officials and managers, 2. Professionals, 3. Technicians and 
associate professionals, 4. Clerks, 5. Service workers and shop and market sales workers, 6. Skill agricultural and fishery workers, 7. 
Craft and related workers, 8. Plant and machine operators and assemblers, 9. Elementary occupations, 10. Armed forces (Europa.eu, 
2022).

timating labour market tightness and matching ef-
ficiency, by using the traditional aggregate match-
ing function (Cobb-Douglas form), which relates 
the flow of new hires to the stock of vacancies and 
unemployment. To study trends in different occu-
pation groups in the labour market instead, we fo-
cus on disaggregated data. For instance, economic 
downturns, causing spikes in unemployment, may 
disproportionately impact workers in occupations 
demanding lower levels of knowledge and skills.

This research adds to the current prevailing lit-
erature by utilising registered data from national 
employment offices in four chosen EU countries 
(Austria, Croatia, Slovenia, and Spain). The avail-
able data is disaggregated based on different occu-
pations, providing a valuable perspective in this re-
gard. Previous research mainly used Labour Force 
Survey data that are not disaggregated into ten 
ISCO-88 classification of occupations1.

Based on the conceptual framework of the existing 
available literature, we develop the main research 
question: Do workers in different occupation 
groups experience similar movements in labour 
market tightness and matching efficiency?

Our methodological approach is divided into two 
parts. Firstly, we construct the Beveridge curves for 
different occupation groups of the four countries in 
our sample – Austria, Croatia, Slovenia, and Spain, 
and secondly, we estimate labour market tight-
ness and matching efficiency for different occupa-
tion groups for each country. The paper is divided 
into six parts. After introduction, the second part 
provides a theoretical and conceptual background 
regarding different aspects of the labour market 
outcomes for different occupation groups, as well 
as focus on both historical and recent empirical 
evidence of labour market developments in dif-
ferent countries. The third part explains data and 
variables used, provides summary statistics, and 
describes the implemented model. The fourth part 
presents the results of disaggregated Beveridge 
curves and the estimates of labour market tightness 
and matching efficiency. In the fifth part, we discuss 
the results and explain the main limitations of our 
findings, while the sixth and final chapter concludes 
the paper. 

http://Europa.eu
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2.	 Literature review

Meeting the demands of the labour market involves 
establishing a successful match that emphasises the 
interplay between unemployment and job creation. 
Enhanced productivity amplifies the rewards as-
sociated with job creation, leading to an elevated 
rate of job formation. Consequently, a higher job 
creation rate facilitates the process for unemployed 
individuals to secure employment, ultimately de-
creasing unemployment. This accounts for the ob-
served counter-cyclical (pro-cyclical) nature of un-
employment (job creation), (Hornstein et al., 2005). 
The balance between unemployment and job va-
cancies fluctuates based on the robustness of the la-
bour market requirements. In a strong labour mar-
ket characterised by low unemployment and high 
job vacancies, increases in job openings are less 
likely to significantly impact unemployment. This 
characteristic is reflected in the steep slope of the 
Beveridge curve2. Intuitively, when lots of employ-
ers are looking to hire workers but few active job 
seekers are available, the process of filling job open-
ings is slowed down by the relative scarcity of avail-
able workers (Bok et al., 2022) and the efficiency of 
the functioning of the labour market decreases.

Beyond its slope, the shifts of the Beveridge curve 
(when vacancies rise and unemployment does not 
fall or falls too slowly) may signal the existence 
of structural characteristics in the labour market 
(Obadić, 2016) that determine how quickly job 
matches occur and how long they last. The ease 
with which job matches are established reflects the 
efficiency of the matching process. A decrease in 
matching, indicating reduced efficiency in connect-
ing the unemployed with available positions, cor-
responds to a simultaneous rise in both unemploy-
ment and job vacancies. This results in an outward 
shift of the Beveridge curve. Conversely, an inward 
shift of the Beveridge curve signals an improvement 
in matching efficiency. Movements along the curve 
itself when unemployment and vacancies move in 
opposite directions indicate cyclical fluctuations in 
economic activity (Obadić, 2005). 

The Beveridge curve tends to undergo shifts over 
time. For instance, outward shifts in the Beveridge 
curve were observed across various regions in Eu-
rope during the early 1970s. One of the reasons for 
this is an increase in the number of unemployed in-
2	 The negative relationship between unemployment and job vacancies was first identified by William Beveridge in the 1940s, and there-

fore the current curve bears his name. With this curve, he wanted to determine the extent to which the economy deviates from a state 
of full employment (Bleakly & Fuhrer, 1997).

dividuals with an unchanged number of vacancies 
due to the beginning of the recession (reduced ag-
gregate demand), and the other resulted in reduced 
efficiency of the adjustment process due to struc-
tural factors, such as the existence of a more rigid 
labour market (Obadić, 2016). During the transi-
tion period in many new EU member states, the 
Beveridge curve exhibited an outward shift. This 
indicates an increase in the number of unemployed 
individuals relative to vacancies, even though there 
were instances of a rise in job openings. Such shifts 
of the Beveridge curve outwards with a simultane-
ous increase in supply and demand indicate reduced 
matching efficiency, i.e. an increase in the share of 
structural unemployment, or may be an indication 
of problems of structural mismatch.

In their analysis of the United States between 
January 2001 and December 2017, Lange & Papa-
georgiou (2020) found that the Beveridge curve 
shifted during the Great Recession and this shift 
was accompanied by a decline in matching effi-
ciency (Lange & Papageorgiou, 2020). Barrero et 
al. (2021) investigated the onset of the COVID-19 
pandemic. They asserted that the COVID-19 re-
cession and subsequent recovery induced a signifi-
cant reallocation shock, leading to unusually large 
shifts of jobs and workers across various industries. 
These changes were pushed by stable shifts in de-
mand, such as a move from in-person services to 
delivered goods and an increase in industries and 
occupations favourable to remote work. The pan-
demic consistently displaced low-skilled and older 
workers from employment, but the transformation 
of labour markets was less extensive than initially 
anticipated after the initial wave (Duval et al., 2022). 
The labour markets have tightened, as evident in 
the outstanding flow in unfilled job vacancies (Du-
val et al., 2002). Similar findings were proposed by 
Pizzinelli and Shibata (2023). They measured the 
US and the UK misallocation between job seekers 
and vacancies across sectors until the fourth quar-
ter of 2021, and found that total loss in employment 
caused by the rise in mismatch was smaller during 
the COVID-19 crisis than in the aftermath of the 
global financial crisis. During the COVID-19 reces-
sion, both countries experienced a sharp but short-
lived rise in mismatch in the second and third quar-
ters of 2020, because employment recovery started 
in the second half of 2020 for the US and in early 
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2021 for the UK, after the abolishment of the lock-
down measures (Pizzinelli & Shibata, 2023). This 
poses challenges for both employers and workers, 
hindering the job-matching process and leading to 
an outward shift of the Beveridge curve. 

The findings from LinkedIn’s Economic graph data 
suggest that the current outward shift in the U.S. 
Beveridge curve has to do primarily with cyclic fac-
tors driven by an overheated economy rather than 
structural problems in the labour market stemming 
from a decrease in matching efficiency. These cy-
clic factors will likely diminish soon as the economy 
slows, suggesting that the outward shift in the Bev-
eridge curve should largely move backward as ag-
gregate demand relaxes (Ghayad & Dickens, 2012; 
Ghayad, 2022). More precisely, the COVID-19 
pandemic resulted in a strong outward shift of the 
Beveridge curve, marked first with a substantial in-
crease in unemployment and followed by increas-
ing job vacancies even as the unemployment rate 
returned to pre-pandemic levels. As shown by For-
sythe et al. (2022), by spring 2022, the U.S. labour 
market had largely recovered and was characterised 
by extremely tight markets and a slightly depressed 
employment-to-population ratio driven largely by 
retirements. The COVID-19 pandemic has dramat-
ically and permanently changed the way we live and 
work. We do see that employment has reallocated 
somewhat away from low-skilled service jobs, and, 
considering the job vacancy patterns, conclude that 
worker preferences or changes in job amenities are 
driving this shift.

The data for the Netherlands analysed in the Ca-
bus and Somers’ (2018) paper show that mismatch 
rates, which measure employers’ view on the match 
between employees’ skills and the job require-
ments, are lower in those sectors in which the av-
erage years spent in formal education by workers 
is lower. For example, sectors such as “Construc-
tion”, and “Trade, catering, repair” reported rela-
tively low mismatch rates both in 1991 and 2011, 
around 12-13%. The average number of years spent 
in formal education was relatively low in these two 
sectors as well, around 12.6 in 2011. On the other 
hand, the “Education” sector reported a mismatch 
rate of 35.5% in 2011, with an average of 16.5 years 
spent in formal education for workers in this sec-
tor. This clearly indicates that mismatch rates in-
crease as job complexity increases, and sectors with 
relatively simpler (which, of course, does not mean 
easier since many of the low-skill jobs are physically 

very demanding) jobs have fewer problems find-
ing workers who fit the position. However, putting 
these differences in sectors aside, the authors find 
that increases in the average schooling level of the 
workforce result in lower mismatch rates (Cabus & 
Somers, 2018).

In line with this theoretical background and the 
analysis of previous empirical studies, we evaluate 
the labour market developments in different occu-
pation groups, as well as the relationship between 
newly created hires and current labour market con-
ditions, i.e. unemployment and vacancies. The con-
struction of the Beveridge curves allows us to com-
pare the movements in the labour market among 
different occupation groups. The computation 
of labour market tightness enables us to examine 
variations in tightness dynamics across occupation 
groups and estimate matching functions. Through 
the estimation of various matching functions, we 
estimate the effectiveness of the matching process 
(matching efficiency) within different occupation 
groups in the four EU countries.

Therefore, we expect that the differences in occupa-
tion groups do not have a significant influence on 
labour market movements. We anticipate that eco-
nomic downturns, which lead to increased unem-
ployment and lower vacancies, will be felt in a simi-
lar way regardless of the differences in occupation 
groups, and the same outcome is expected during 
expansions. Moreover, we expect that labour mar-
ket segments in different occupations experience 
similar movements in labour market tightness and 
matching efficiency over time.

3.	 Methodology

3.1	 Data source and key variables

Our analysis includes four EU countries - Austria, 
Croatia, Slovenia, and Spain, for which disaggregat-
ed data according to occupation were available to 
us. The data are monthly, from January 2010 to Oc-
tober 2022, and were collected by national employ-
ment offices. The dataset includes three variables – 
Employed, Unemployed and Vacancies. Employed 
represents new hires, flows from the stock of the 
unemployed people into employment based on a 
new employment relationship or the start of other 
business activities by the previously unemployed 
person. Unemployed is a stock variable which rep-
resents the number of unemployed persons accord-
ing to the situation on the last day of the month. 
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The variable Vacancies represents the stock of de-
manded workers that employers reported to the 
Employment Service during the reporting period.

We use the data disaggregated by 10 International 
Standard Classification of Occupations (ISCO-88) 
groups - managers, professionals, technicians and 
associate professionals, clerical support workers, 
service and sales workers, skilled agricultural, for-
estry and fishery workers, craft and related trades 
workers, plant and machine operators and assem-
blers, elementary occupations and armed forces. 
The occupation groups differ somewhat for Austria 
and are not in line with the ISCO classification, as 
outlined in the results section.

In constructing the Beveridge curve, the standard 
approach involves defining the unemployment rate 
as the proportion of unemployed workers to the to-
tal of employed and unemployed workers. Usually, 
the textbook measure of the job vacancy rate relates 
the number of vacancies to the size of the labour 
force (Obadić, 2005), while statistical databases (for 
example, Eurostat) often provide slightly different 
measures and define it as the ratio of job openings 
to the sum of employed workers plus job openings 
(Shimer, 2005). Both metrics are widely utilised, but 
maintaining consistency is crucial when compar-
ing job vacancy rates across different occupation 
groups and time periods. Our approach to con-
structing the Beveridge curves differs slightly. Since 
we obtained the data on vacancies, unemployment 
and newly employed workers from different nation-
al employment offices, we were unable to obtain the 
data on the stock of currently employed workers 

needed to calculate both the unemployment and 
vacancy rates. To the best of our knowledge, these 
data disaggregated by occupation categories do not 
exist, i.e. they are not collected.

However, this does not present an issue for con-
structing Beveridge curves. According to earlier 
definitions, both the unemployment and vacancy 
rates share the same denominator - either the sum 
of employed and unemployed workers or the sum 
of employed workers and job openings. Dividing 
the numerator by the same number, therefore, does 
not change the shape of the Beveridge curves, but 
only expresses (in the case of Beveridge curves) val-
ues as percentages. Such practice can be found in 
different papers (Gomez-Salvador & Soudan, 2022; 
Lange & Papageorgiou, 2020, etc.), and we also fol-
low this approach.

3.2	 Descriptive statistics
In this part of the paper, descriptive statistics for four 
examined countries included in our analysis are pre-
sented. We use three variables in our analysis – new 
flows into employment, the stock of unemployed 
workers and vacant positions. With these variables, 
we can construct the Beveridge curves, as well as 
estimate the matching functions. Summary descrip-
tive statistics are presented for different occupation 
groups. Each time series contains a total of 154 ob-
servations, from January 2010 to October 2022. The 
tables (see Tables 1-4) present the mean, standard de-
viation, minimum value and maximum value for the 
aforementioned variables and countries we use in the 
empirical estimations.

Table 1 Summary statistics for different occupation groups, Austria
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Employed mean 1056 7948 3479 5708 6097 11237 1489 4685 3325 45213
Employed stan-
dard deviation 1098 7318 1411 1666 1259 6210 324 849 1336 12784

Employed mini-
mum value 314 855 961 2176 3481 4509 669 2660 1899 17925

Employed maxi-
mum value 4426 32010 8162 10388 9413 28551 2269 7126 8676 82280

Unemployed 
mean 6052 34039 20950 49379 50034 72498 11359 41063 23086 310674
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Unemployed 
standard devia-
tion

2903 18885 5014 8986 9106 20216 1748 5895 4780 62465

Unemployed 
minimum value 2594 15655 13183 33831 35535 40722 8284 31704 13932 207944

Unemployed 
maximum value 12286 76675 33067 74021 81909 167936 15601 60713 37246 522253

Vacancies mean 609 5933 8109 5973 8116 10219 5138 5280 4022 53400
Vacancies stan-
dard deviation 354 3264 3909 4093 4715 5346 3342 3676 2731 30439

Vacancies mini-
mum value 134 1378 2907 1771 3316 4661 1353 1834 1540 21763

Vacancies maxi-
mum value 1572 13231 17079 18736 21730 30397 13555 15545 11324 141139

Source: Authors’ calculations based on the Public Employment Service Austria (2022) data

Table 2 Summary statistics for different occupation groups, Croatia

  ISCO 0 ISCO 1 ISCO 2 ISCO 3 ISCO 4 ISCO 5 ISCO 6 ISCO 7 ISCO 8 ISCO 9 Total

Employed 
mean 1 2 1518 2491 1709 3188 109 1903 769 2258 13949

Employed stan-
dard deviation 3 2 609 855 678 1863 52 914 355 1131 5523

Employed mini-
mum value 0 0 414 765 535 919 22 550 249 788 4760

Employed 
maximum value 23 10 4121 5088 3438 8215 249 4420 1753 5803 28764

Unemployed 
mean 15 47 16700 32817 31202 42626 2308 33033 12568 61948 233265

Unemployed stan-
dard deviation 9 22 3956 11770 10742 18356 651 19008 6592 16942 86291

Unemployed 
minimum value 0 15 9542 15214 14636 14068 1322 9260 4041 36489 105796

Unemployed 
maximum value 41 201 24406 54891 49105 76755 3481 63198 22849 92013 384376

Vacancies mean 9 17 2352 2453 1161 3417 68 2384 823 3183 15869
Vacancies stan-
dard deviation 57 7 989 942 486 1770 41 1019 441 1676 5825

Vacancies mini-
mum value 0 4 371 547 237 665 5 515 177 508 5035

Vacancies 
maximum value 550 46 5430 4903 2229 7722 227 4976 2525 9120 30241

Source: Authors’ calculations based on the Croatian Employment Services (2022) data
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Table 3 Summary statistics for different occupation groups, Slovenia

  ISCO 0 ISCO 1 ISCO 2 ISCO 3 ISCO 4 ISCO 5 ISCO 6 ISCO 7 ISCO 8 ISCO 9 Total

Employed mean 5 92 524 475 364 810 33 930 386 879 4497
Employed stan-
dard deviation 3 24 229 109 94 232 24 478 121 333 1285

Employed mini-
mum value 0 45 148 179 148 275 5 285 145 356 1986

Employed maxi-
mum value 23 152 1393 744 667 1767 136 2737 683 2263 8730

Unemployed 
mean 57 1807 6658 8386 7748 13477 603 13327 7174 18303 77539

Unemployed stan-
dard deviation 13 342 1366 1918 1090 2225 116 3928 2159 3240 15532

Unemployed 
minimum value 32 1140 3990 4528 4967 8319 300 5760 3520 9854 42412

Unemployed 
maximum value 94 2435 9129 11392 9404 17375 874 20790 10802 23619 103987

Vacancies mean 7 176 2059 1088 599 1662 46 2825 1050 2040 11553
Vacancies stan-
dard deviation 23 84 843 365 242 530 24 884 348 877 3404

Vacancies mini-
mum value 0 60 632 313 115 560 10 1057 305 584 4336

Vacancies maxi-
mum value 160 444 4950 2139 1183 2880 133 5622 1917 4476 19527

Source: Authors’ calculations based on the Employment Service of Slovenia (2022) data

Table 4 Summary statistics for different occupation groups, Spain

  ISCO 0 ISCO 1 ISCO 2 ISCO 3 ISCO 4 ISCO 5 ISCO 6 ISCO 7 ISCO 8 ISCO 9

Employed mean 174 2392 38782 35096 37325 107208 27801 67612 25906 115304

Employed stan-
dard deviation 37 640 15587 9639 8338 30827 4641 11034 4008 23681

Employed mini-
mum value 95 1045 13689 19029 19103 53236 17901 40766 16945 73780

Employed maxi-
mum value 330 4593 128981 74718 65984 219764 40432 90578 35419 214191

Unemployed 
mean 1663 33900 295335 284524 410547 931465 81305 559203 220217 1097998

Unemployed stan-
dard deviation 474 5650 46485 44795 58458 97415 10275 186134 63350 131373

Unemployed 
minimum value 990 24199 213785 211542 314003 747077 60160 289992 125768 860665

Unemployed 
maximum value 2383 43698 411043 371974 521021 1127461 99669 866547 328344 1326683

Vacancies mean 7 107 3355 3072 2137 5672 7372 5874 1424 14156

Vacancies stan-
dard deviation 23 50 1234 1345 779 2247 2787 2039 1541 4725
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  ISCO 0 ISCO 1 ISCO 2 ISCO 3 ISCO 4 ISCO 5 ISCO 6 ISCO 7 ISCO 8 ISCO 9

Vacancies mini-
mum value 0 10 859 384 275 2100 1280 2078 235 5319

Vacancies maxi-
mum value 156 293 7103 10891 5512 20813 19529 15797 18167 38464

Source: Authors’ calculations based on the Spanish Public Employment Service (2022) data

3	 It is named after economists Paul H. Douglas and Charles W. Cobb, who first proposed it in the 1950s.

4	 The specification in log form imposes constant returns to scale so the coefficients sum to one (Lange & Papageorgiou, 2020).

As pointed out earlier, the data is disaggregated ac-
cording to different ISCO occupation groups for 
Croatia, Slovenia and Spain. Austria is an exception 
and uses a different classification methodology, as 
analysed further in the results section. It should 
also be emphasised that different national legal 
regulations exist regarding the obligation to report 
labour market needs by employers. That, for exam-
ple, explains the relatively low number of vacancies 
compared to the number of unemployed workers 
for Spain.

To better explain possible compatibility between 
the existing offers and needs on the labour mar-
ket, we estimate different matching functions for 
each observed country according to occupational 
groups.

3.3	 Model

In the majority of macroeconomic models incor-
porating search and matching friction, the dynam-
ics of new hires moving into the pool of job open-
ings and the level of unemployment are typically 
represented through the aggregate matching func-
tion (Petrongolo & Pissarides, 2001; Pissarides, 
2000; Bernstein et al., 2022). In the analysis of the 
labour market, the matching function is employed 
to grasp the interconnection between the number 
of job vacancies and unemployed workers, as well 
as to separate how alterations in one variable im-
pact the other. One of the most common aggre-
gate matching function models used in the labour 
market is the Cobb-Douglas matching function3. 
The function is typically represented as (Blan-
chard & Diamond, 1992; Kohlbrecher et al., 2014; 
Barnichon & Figura, 2015, Lange & Papageorgiou, 
2020):
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where M is the number of matches or the number of outflows from the unemployed to the 

employed or hires, U is the number of unemployed workers, V is the number of vacancies, ß
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stands for linear time trend. The matching function is strictly increasing, strictly concave, twice 
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The variable M (Employed) represents new hires, outflows from the stock of unemployment 

into employment. The U (Unemployed) variable represents the number of unemployed persons 

in the records according to the situation on the last day of the month and V (Vacancies)

represents the stock of demanded workers that employers reported to the national employment 

3 It is named after economists Paul H. Douglas and Charles W. Cobb, who first proposed it in the 1950s.
4 The specification in log form imposes constant returns to scale so the coefficients sum to one (Lange & 
Papageorgiou, 2020).
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outflows from the stock of unemployment into em-
ployment. The U (Unemployed) variable represents 
the number of unemployed persons in the records 
according to the situation on the last day of the 
month and V (Vacancies) represents the stock of 
demanded workers that employers reported to the 
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national employment offices during the reporting 
period. As already mentioned, ft is the job finding 
rate, θt is labour market tightness, and Ɛt denotes re-
gression residuals. The subscript i refers to different 
countries for which we estimate separate regression 
equations, i = Austria, Croatia, Slovenia, and Spain. 
Subscript t refers to monthly data from February 
2010 to October 2022. The equation is estimated by 
using OLS.

The job finding rate ft is related to a quantitative 
margin and a qualitative margin. The quantitative 
margin is the level of market tightness (vacancy-
unemployment ratio), while the qualitative margin 
is related to the efficiency of the matching process 
(Consolo & da Silva, 2019). The regression residu-
als Ɛt from Equation 3 capture the efficiency of the 
matching process or movements in matching effi-
ciency for a particular occupation group in a specif-
ic country. The theoretical correlation between the 
job finding rate and labour market tightness is posi-
tive, indicating that increased tightness is expected 
to lead to a higher job finding rate. The question 
arises as to why we assess matching efficiency by 
utilising regression residuals. Let us assume that re-
gression residuals are negative for a specific period. 
This means that the difference between the real (ob-
served, empirical) job finding rate and the job find-
ing rate predicted by the estimated matching func-
tion is negative. In other words, the observed job 
finding rate is lower than what one would expect 
based on the corresponding labour market tight-
ness (the explanatory variable in regression) level 
and the estimated matching function. This means 
that, for some reason independent of the current 
labour market tightness level, the job finding rate 

decreased, and this is interpreted as a decrease in 
matching efficiency. Positive residuals derived from 
the matching function estimates are construed in 
a similar manner, signifying an enhancement in 
matching efficiency. This implies a higher observed 
job finding rate than what would be anticipated 
based on the corresponding level of labour market 
tightness during that specific period.

Prior to computing labour market tightness and 
deriving estimates for the matching functions and 
matching efficiency, we create Beveridge curves 
using data on vacancies and unemployed individu-
als. As detailed in the Data section, we form the 
Beveridge curves by employing the overall counts 
of vacancies and unemployed workers, rather than 
presenting them as vacancy and unemployment 
rates. This approach does not alter the shapes of the 
Beveridge curves, enabling us to analyse both the 
shifts along the Beveridge curve and the inward and 
outward movements of the curve.

4.	 Results

Our research results section is divided into two 
parts. We present first the Beveridge curves disag-
gregated by occupation and then the estimates of 
labour market tightness and matching efficiency for 
different occupation groups for each country.

4.1	 Beveridge curves disaggregated by occupation

In our further analysis, the disaggregated Beveridge 
curves are derived according to different ISCO-88 
occupations for each country. Figure 1 shows disag-
gregated Beveridge curves for Austria.
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Figure 1 Disaggregated Beveridge curves for different occupation groups, Austria
 

 

Source: Authors’ calculations based on the Public Employment Service Austria (2022) data
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All Beveridge curves for different occupation 
groups in Austria show relatively similar behav-
iour – the early years of the period, from 2010 to 
around 2016, are marked by an outward shift of the 
Beveridge curve, i.e. an increase in unemployment 
for roughly the same level of vacancies. The period 
from 2016 to 2019 is then marked by improving 
labour market conditions for workers, with unem-
ployment decreasing and vacancies increasing for 
all occupation groups, with the exception of “Health 
service, teaching and cultural occupations”. In this 
group, there is only a slight decrease in unemploy-
ment with an identical increase in vacancies as in 
other groups, which cannot indicate an improve-
ment in matching in that group of classifications. 
As already mentioned, according to the aggregate 

Beveridge curve for Austria, the 2020 pandemic 
resulted in a completely different trend in Austria, 
which was not present in any of the other countries 
in our group. Austria faced a significant increase in 
recorded unemployment – a strong increase in the 
number of unemployed workers and roughly simi-
lar levels of vacancies as in 2019. The worsening of 
labour market conditions was short-term, and 2021 
and 2022 saw the continuation of the labour mar-
ket tightening, with unemployment decreasing and 
vacancies increasing. The Beveridge curves disag-
gregated by occupation have similar shapes to the 
aggregate Beveridge curve, indicating rather simi-
lar developments in all areas of the Austrian labour 
market.

Figure 2 Disaggregated Beveridge curves for different occupation groups, Croatia
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Source: Authors’ calculations based on the Croatian Employment Services (2022) data

ISCO 2, 3, 4, 5 and 7 occupation groups show rela-
tively similar behaviour. Firstly, the period from 
2010 to 2014 was marked by increased unemploy-
ment, but also somewhat higher vacancies. The in-
creases in unemployment vary from mild (ISCO 7, 
Craft and related trades workers) to severe (ISCO 
2, Professionals), moving the Beveridge curve out-
wards. The period from 2014 to 2022 shows com-
parable movements for all but the ISCO 1 group. 
As the labour market conditions improved, un-
employment decreased and vacancies increased, 

while as expected, 2020 was characterised by a 
drop in vacancy numbers. Unemployment did not 
rise noticeably in 2020 due to government meas-
ures to preserve jobs (wage subsidy measures for 
the private sector) in order to avoid increases in 
unemployment. Due to the significant recovery 
of aggregate demand, the year 2022 was marked 
by a shortage of workers in all occupation groups, 
which indicates increasing tightness in the Croa-
tian labour market.
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Figure 3 Disaggregated Beveridge curves for different occupation groups, Slovenia

 

Source: Authors’ calculations based on the Employment Service of Slovenia (2022) data
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With the exception of ISCO 8, all occupation 
groups for Slovenia recorded increased unemploy-
ment and decreasing vacancies from 2010 to 2014, 
a worsening of labour market conditions. However, 
the subsequent period showed major improve-
ments in labour market conditions – decreasing 
unemployment and increasing vacancies. As was 
the case in Spain and Austria, 2020 deviated from 
these positive developments, but the labour market 
continued to strengthen in 2021 and 2022. ISCO 1 
(Managers) and ISCO 7 (Craft and related trades 
workers) groups show major improvements from 
2014 to 2022, with unemployment decreasing for 
a roughly constant level of vacancies. The largest 

post-pandemic increase in labour demand is pre-
sent in the ISCO 2 (Professionals) and ISCO 9 (El-
ementary occupations) groups. This is in line with 
Obadić’s (2020) findings that changes in employ-
ment shares of different occupation groups in EU-
28 indicate present “job polarisation” - high-paid 
professionals, but also low-paid service and sales 
workers raise their shares in overall employment 
considerably. Medium-paid occupations, such as 
clerical support workers or craft and related trades 
workers and machine operators, suffered the larg-
est losses in terms of employment share (Obadić, 
2020).

Figure 4 Disaggregated Beveridge curves for different occupation groups, Spain
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Source: Authors’ calculations based on the Spanish Public Employment Service (2022) data

Disaggregated Beveridge curves for different occu-
pation groups for Spain vary for different occupa-
tion groups but also show similar general patterns. 
The 2010-2013 period was marked by the worsen-
ing of the labour market conditions – unemploy-
ment increased, and the number of vacant positions 
decreased. The later period shows improvements in 
the labour market conditions – an inward move 
along the negatively sloped Beveridge curve (higher 
vacancies and lower unemployment) for ISCO 2, 3, 
4, 5, 8 and 9 levels, as well as an inward straightfor-
ward shift (lower unemployment for roughly simi-
lar levels of vacancies) for ISCO 6 and 7 groups. All 
groups show short-term negative developments in 
2020 – lower vacancies and increased unemploy-
ment, but also a subsequent recovery in 2021 and 
2022. A similar conclusion as in the case of Aus-

tria applies to Spain – all occupation groups exhibit 
trends similar to the Beveridge curve for aggregate 
unemployment and vacancies.

In the next section, we present labour market tight-
ness and our estimates of matching efficiency for 
different occupation groups for each country.

4.2	 Empirical matching process – labour market 
tightness and matching efficiency by occupation 
groups

In this part of our analysis, we present labour mar-
ket tightness and matching efficiency for different 
occupation groups in Austria, Croatia, Slovenia, 
and Spain. The corresponding estimates of the 
matching function (Equation 3) are shown in the 
Appendix.

Figure 5 Tightness by occupation groups, Austria, January 2010 – October 2022
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Figure 6 Matching efficiency by occupation groups, Austria, February 2010 – October 2022
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Figure 6 Matching efficiency by occupation groups, Austria, February 2010 – October 2022

Source: Authors’ calculations based on the Public Employment Service Austria (2022) data

Disaggregated by occupation, different groups of workers in Austria recorded an increase in 

labour market tightness during the ending years of the period. This increase was the strongest 

for Trained technicians and workers in the 2nd group of industry and small trade (woodworking 

occupations, leather producers and textile occupations). Regardless of the strength of the 

increase, a tight labour market is evident in 2022 for all occupation groups. Along with labour 

market tightening, matching efficiency recorded a steady increase from the beginning to the last 

years of the period, indicating that the education and skills of all occupation groups are in line 

with the needs of the labour market in Austria. Matching efficiency was highest in 2021 and 

2022, the years also marked by the highest tightness, indicating highly aligned skills and 

education of the unemployed with the labour market needs in all occupation groups.

Figure 7 Tightness by occupation groups, Croatia, January 2010 – October 2022
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Disaggregated by occupation, different groups of 
workers in Austria recorded an increase in labour 
market tightness during the ending years of the 
period. This increase was the strongest for Trained 
technicians and workers in the 2nd group of indus-
try and small trade (woodworking occupations, 
leather producers and textile occupations). Regard-
less of the strength of the increase, a tight labour 
market is evident in 2022 for all occupation groups. 
Along with labour market tightening, matching ef-

ficiency recorded a steady increase from the begin-
ning to the last years of the period, indicating that 
the education and skills of all occupation groups are 
in line with the needs of the labour market in Aus-
tria. Matching efficiency was highest in 2021 and 
2022, the years also marked by the highest tight-
ness, indicating highly aligned skills and education 
of the unemployed with the labour market needs in 
all occupation groups. 

Figure 7 Tightness by occupation groups, Croatia, January 2010 – October 2022

Source: Authors’ calculations based on the Croatian Employment Services (2022) data

Figure 8 Matching efficiency by occupation groups, Croatia, February 2010 – October 2022

Source: Authors’ calculations based on the Croatian Employment Services (2022) data

An increase in labour market tightness at the end of the period (2021 and 2022) is noticeable in 

all occupation groups but with considerable differences in magnitude. The increase was 

strongest for occupation groups such as service and sales workers, craft and related workers 
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Figure 8 Matching efficiency by occupation groups, Croatia, February 2010 – October 2022

Source: Authors’ calculations based on the Croatian Employment Services (2022) data

Figure 8 Matching efficiency by occupation groups, Croatia, February 2010 – October 2022

Source: Authors’ calculations based on the Croatian Employment Services (2022) data

An increase in labour market tightness at the end of the period (2021 and 2022) is noticeable in 
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strongest for occupation groups such as service and sales workers, craft and related workers 
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An increase in labour market tightness at the end of 
the period (2021 and 2022) is noticeable in all occu-
pation groups but with considerable differences in 
magnitude. The increase was strongest for occupa-
tion groups such as service and sales workers, craft 
and related workers and professionals, and weakest 
for skilled agricultural, forestry and fishery workers. 
Labour market efficiency remained relatively simi-
lar during the entire period for all groups of work-
ers, though the 2010-2012 period recorded some-
what lower levels of matching efficiency compared 
with the remaining part of the period. Since match-
ing efficiency did not decrease along with increased 

tightness at the end of the period, this points to the 
conclusion that the skills of workers in different oc-
cupation groups are in line with the needs of the 
labour market. This conclusion holds more strongly 
for groups that experienced larger increases in 
tightness in 2021 and 2022 (craft and related trades, 
service and sales, professionals, plant and machine 
operations and assemblers, and technicians and as-
sociate professionals), which means that increases 
in demand for these workers did not result in fewer 
matches, or less successful job finding, compared to 
what one would expect based on the estimate of the 
matching function.
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Figure 9 Tightness by occupation groups, Slovenia, January 2010 – October 2022

and professionals, and weakest for skilled agricultural, forestry and fishery workers. Labour 
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operations and assemblers, and technicians and associate professionals), which means that 

increases in demand for these workers did not result in fewer matches, or less successful job 

finding, compared to what one would expect based on the estimate of the matching function.

Figure 9 Tightness by occupation groups, Slovenia, January 2010 – October 2022

Source: Authors’ calculations based on the Employment Service of Slovenia (2022) data

Figure 10 Matching efficiency by occupation groups, Slovenia, February 2010 – October 2022
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Figure 10 Matching efficiency by occupation groups, Slovenia, February 2010 – October 2022

Source: Authors’ calculations based on the Employment Service of Slovenia (2022) data

Matching efficiency in Slovenia was lowest during the early years of the period (2010-2013), 

increasing afterward. Matching efficiency remained relatively stable during the later years of 

the period, reaching relatively high levels during the period from 2015 to 2017. Interestingly 

enough, matching efficiency actually increased during 2020, the year which also recorded a 

drop in labour market tightness. Tightness increased in 2021 and 2022 compared to 2020, 

especially for ISCO 2 - Professionals, and matching efficiency dropped only slightly compared 

to 2020 and the 2015-2017 period. This indicates that higher demand for workers (tightness) in 

Slovenia translated into more matches between the unemployed and employers without 

considerable losses in matching efficiency in 2021 and 2022. Therefore, the needs of the labour 

market are well adjusted with the education and skills of workers among different ISCO 

occupation groups. The only exception to this general trend is the ISCO 6 (skilled agricultural, 

forestry and fishery workers) group, which did not record considerable increases in tightness in 

2021 and 2022, but did record a minor drop in matching efficiency.

Figure 11 Tightness by occupation groups, Spain, January 2010 – October 2022
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Matching efficiency in Slovenia was lowest during 
the early years of the period (2010-2013), increasing 
afterward. Matching efficiency remained relatively 
stable during the later years of the period, reaching 
relatively high levels during the period from 2015 
to 2017. Interestingly enough, matching efficiency 
actually increased during 2020, the year which also 
recorded a drop in labour market tightness. Tight-
ness increased in 2021 and 2022 compared to 2020, 

especially for ISCO 2 - Professionals, and match-
ing efficiency dropped only slightly compared to 
2020 and the 2015-2017 period. This indicates that 
higher demand for workers (tightness) in Slovenia 
translated into more matches between the unem-
ployed and employers without considerable losses 
in matching efficiency in 2021 and 2022. Therefore, 
the needs of the labour market are well adjusted 
with the education and skills of workers among dif-
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ferent ISCO occupation groups. The only exception 
to this general trend is the ISCO 6 (skilled agricul-
tural, forestry and fishery workers) group, which 

did not record considerable increases in tightness 
in 2021 and 2022, but did record a minor drop in 
matching efficiency.

Figure 11 Tightness by occupation groups, Spain, January 2010 – October 2022

Source: Authors’ calculations based on the Spanish Public Employment Service (2022) data

Figure 12 Matching efficiency by occupation groups, Spain, February 2010 – October 2022

Source: Authors’ calculations based on the Spanish Public Employment Service (2022) data

Matching efficiency in different occupation groups in Spain gradually increased over the 2010-

2022 period, with lower efficiency in the first and higher efficiency in the second half of the 

period. Labour market tightness was relatively high during 2021 and 2022 in most occupation 

groups but with several exceptions such as ISCO 1 (managers), ISCO 4 (clerical supports 

workers) and ISCO 5 (service and sales workers). Overall, the results indicate that different 
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Figure 12 Matching efficiency by occupation groups, Spain, February 2010 – October 2022
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Figure 12 Matching efficiency by occupation groups, Spain, February 2010 – October 2022

Source: Authors’ calculations based on the Spanish Public Employment Service (2022) data
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Matching efficiency in different occupation groups 
in Spain gradually increased over the 2010-2022 
period, with lower efficiency in the first and higher 
efficiency in the second half of the period. Labour 
market tightness was relatively high during 2021 
and 2022 in most occupation groups but with sev-

eral exceptions such as ISCO 1 (managers), ISCO 
4 (clerical supports workers) and ISCO 5 (service 
and sales workers). Overall, the results indicate that 
different occupation groups in Spain follow very 
similar trends when it comes to matching efficiency 
movements over time.



Obadić, A. et al.: Occupational mismatch in the labour market of selected EU countries

374 Vol. 37, No. 2 (2024), pp. 355-378

5.	 Discussion

Worker groups in different occupations in the se-
lected group of countries experience similar trends 
in the labour market. However, there are exceptions 
to this general pattern in some countries and some 
occupation groups.

The Austrian labour market, disaggregated by oc-
cupation, shows very similar movements in the 
Beveridge curves. The Croatian labour market 
groups also follow similar trends, though with ex-
ceptions such as the ISCO 1 group, and slightly 
different shapes of the Beveridge curves for work-
ers with higher levels of education. ISCO groups 
in Slovenia follow similar general patterns as well, 
but certain groups show their own peculiarities. 
For example, we found a huge increase in labour 
demand for ISCO 2 and ISCO 9 groups. The Bev-
eridge curves for different labour market groups in 
Spain resemble the aggregate Beveridge curve but 
with their own peculiarities in groups like ISCO 6 
and ISCO 7. Despite these exceptions, we believe 
it can justifiably be concluded that during the ana-
lysed period in the selected group of countries, 
different occupation groups in the labour market 
followed broadly similar trends in movements of 
vacancies and unemployment. In some countries, 
this co-movement is very strong (Austria), and in 
others, it is weaker (Spain, though the results for 
Spain need to be interpreted with caution due to 
the relatively low number of reported vacancies, i.e. 
missing data).

When it comes to our research question regard-
ing the similarities in movements in labour market 
tightness and matching efficiency among the differ-
ent occupation groups, similar conclusions hold – 
different occupation groups experienced relatively 
similar trends in Austria, Croatia, Slovenia, and 
Spain. However, this does not hold for every occu-
pation group or during every time frame. Notable 
exceptions are, for example, ISCO 6 and ISCO 9 
groups in Croatia regarding tightness – other occu-
pation groups experienced an increase in tightness 
at the end of the period compared to the period 
before the pandemic, while tightness in these two 
groups remained like at the pre-pandemic levels.

Despite the differences in the levels of tightness and 
their volatility at different points in time, the gen-
eral trends in tightness are similar in almost all oc-
cupation groups in the countries we have analysed. 
For instance, all occupation groups in Austria first 

show a decrease, and then an increase in matching 
efficiency. The trend of increasing matching effi-
ciency is noticeable in all occupation groups in Slo-
venia and Spain. All occupation groups in Croatia 
recorded relatively unchanging matching efficiency 
in the 2010-2022 period. 

The prediction of future labour market trends and 
needs is often ungrateful and difficult. However, 
the COVID-19 pandemic and the ongoing techno-
logical progress in the labour market and the pro-
duction processes (more frequent use of advanced 
robots, AI, etc.) continues to drive labour market 
changes. This, though, is not the only driver of the 
changes in the labour markets of the European Un-
ion member states. Other drivers include demand 
and supply factors such as population ageing and the 
consequent labour market shortages, and the devel-
opments in labour market institutions and policies. 
Well-designed active labour market policies could 
speed up job matching, for example through short-
term training programmes that help detached (and 
employed) lower-skilled workers build the skills re-
quired for new fast-growing occupations or more 
traditional jobs that have experienced acute short-
ages. To accommodate shifting worker preferences, 
labour laws and regulations also need to facilitate 
telework. Immigration, whose sharp reduction 
slightly amplified labour shortages in some cases, 
could also help “grease the wheels” of the labour 
market (Duval, et al., 2022). As demonstrated by re-
cent research exploring spatial variations in overall 
worker movements (Kuhn et al., 2021), the growing 
inclination towards remote work might have result-
ed in a geographical mismatch, as job seekers relo-
cated away from densely populated areas where job 
opportunities are still concentrated. The COVID-19 
pandemic has profoundly and eternally altered our 
lifestyle and work habits. We observe a notable shift 
in employment, particularly away from low-skilled 
service jobs. Considering the patterns in job vacan-
cies, we can suppose that this change is driven by 
worker preferences or adjustments in job-related 
benefits.

6.	Conclusion

In this paper, we have analysed the alignment of 
education and skills in different occupation groups 
with the labour market needs in Austria, Croatia, 
Slovenia, and Spain. Our research has two main 
findings. First, worker groups in different occupa-
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tions in the selected group of countries experience 
similar trends in the labour market. This means 
that, for instance, during periods of decreasing un-
employment and increasing vacancies in the aggre-
gate labour market, workers in different occupation 
groups also record the same positive developments 
in a relatively homogeneous fashion in terms of the 
direction of these movements, though with dif-
ferent magnitudes. On the other hand, economic 
downturns, marked with increasing unemployment 
and decreases in vacancies are also felt relatively 
homogeneously among workers in different occu-
pation groups.	

The second main finding is that workers in differ-
ent occupation groups experience similar move-
ments in labour market tightness and matching ef-
ficiency. For example, during periods of increases 
in the aggregate labour market tightness, defined 
as the ratio of vacant job positions to the stock 
of unemployed workers, labour market tightness 

also increases in different occupation groups and 
vice versa. A similar conclusion holds for match-
ing efficiency, i.e. the market’s ability to match 
unemployed workers to vacant job positions. It 
should also be emphasised that, though these two 
conclusions hold in general, exceptions to both 
conclusions exist in some occupation groups and 
in some periods of time. Future policy decisions 
should focus on tackling the issue of occupational 
mismatch and skill gaps to eliminate gaps between 
human capital in different occupation groups and 
increase their capacity regardless of the state of the 
business cycle. Further studies should take a step 
further and examine more nuanced dimensions 
through which mismatch may play a role in some 
countries. For example, examining the difference 
in occupational mismatch among the regions of 
individual member countries is important, as job 
seekers are increasingly encouraged to work from 
home and are moving away from high-density ar-
eas where vacancies are still primarily located.
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Appendix

Table 1 - �Matching function estimated coefficients and p-values (shown in brackets), Austria and 
Croatia

Austria Croatia

Occupation Constant lnTightness ISCED occupation Constant lnTightness

Agricultural -0.81 (0.00) 0.77 (0.00) 2 – Professionals -1.32 (0.00) 0.55 (0.00)

Industry and 
small trade – first 
subgroup

-0.81 (0.24) 0.56 (0.00) 3 – Technicians and 
associate professionals -1.28 (0.00) 0.49 (0.00)

Industry and small 
trade – second 
subgroup

-0.18 (0.53) 0.45 (0.00) 4 – Clerical support 
workers -1.27 (0.00) 0.49 (0.00)

Industry and 
small trade – third 
subgroup

-0.34 (0.37) 0.89 (0.00) 5 – Service and sales 
workers -1.47 (0.00) 0.45 (0.00)

Goods and services, 
sales personnel, 
transport

-1.19 (0.00) 0.36 (0.05)
6 - Skilled agricultural, 
forestry and fishery 
workers

-2.06 (0.00) 0.29 (0.00)

Services -0.92 (0.00) 0.57 (0.00) 7 - Craft and related 
trades workers -1.97 (0.00) 0.32 (0.00)

Trained technicians 0.73 (0.09) 0.84 (0.00)
8 - Plant and machine 
operators, and 
assemblers

-1.82 (0.00) 0.34 (0.00)

Administrative and 
clerical -0.40 (0.46) 0.85 (0.00) 9 – Elementary 

occupations -1.99 (0.00) 0.45 (0.00)

Health service, 
teaching and cultural 
occupations

-1.47 (0.00) 0.23 (0.15)      

Source: Authors’ calculations
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Table 2 - �Matching function estimated coefficients and p-values (shown in brackets), Slovenia and 
Spain

Slovenia Spain

ISCED occupation Constant lnTightness ISCED occupation Constant lnTightness

1 – Managers -2.95 (0.00) 0.02 (0.60) 1 – Managers -0.75 (0.02) 0.33 (0.00)

2 – Professionals -2.44 (0.00) 0.12 (0.02) 2 – Professionals 0.39 (0.06) 0.54 (0.00)

3 – Technicians 
and associate 
professionals

-2.45 (0.00) 0.21 (0.00)
3 – Technicians 
and associate 
professionals

-0.23 (0.33) 0.41 (0.00)

4 – Clerical support 
workers -2.51 (0.00) 0.22 (0.00) 4 – Clerical support 

workers -0.13 (0.49) 0.43 (0.00)

5 – Service and sales 
workers -2.30 (0.00) 0.25 (0.00) 5 – Service and 

sales workers 0.08 (0.75) 0.44 (0.00)

6 - Skilled 
agricultural, forestry 
and fishery workers

-1.83 (0.00) 0.47 (0.00)

6 - Skilled 
agricultural, 
forestry and fishery 
workers

-0.65 (0.00) 0.17 (0.00)

7 - Craft and related 
trades workers -2.47 (0.00) 0.17 (0.02)

7 - Craft and 
related trades 
workers

-0.01 (0.94) 0.45 (0.00)

8 - Plant and 
machine operators, 
and assemblers

-2.50 (0.00) 0.23 (0.00)
8 - Plant and 
machine operators, 
and assemblers

-0.65 (0.00) 0.28 (0.00)

9 – Elementary 
occupations -2.62 (0.00) 0.20 (0.00) 9 – Elementary 

occupations -0.20 (0.27) 0.47 (0.00)

Source: Authors’ calculations
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Abstract

Purpose: The aim of this paper is to present a model for the efficiency assessment of smart cities based on 
38 indicators (ISO standard 37120, ISO standard 37122 and additional indicators) in six dimensions of a 
smart city in order to produce a ranking of 127 cities in Croatia.

Methodology: In this study, the Data Envelopment Analysis (DEA) method was used, which was preceded 
by the translator invariance method due to the standardization of 38 absolute values. The analysis was per-
formed using the input-oriented BCC model. The input values are previously formed indices for six dimen-
sions of smart cities; the index of the development of smart cities was selected as the output.

Results: According to the results of the ranking, 33 (26%) cities are efficient, while 94 (74%) cities are inef-
ficient. The most efficient cities are Korčula, Split, Pazin, Rijeka and Dubrovnik, while the most inefficient 
cities are Skradin, Petrinja, Bakar, Komiža, Glina and Kutina. 

Conclusion: By identifying the dimensions that have the greatest impact on the efficiency of smart cit-
ies, DMUs gain valuable information about the position of an individual city compared to other cities. 
Providing an overview of existing efficiency levels and suggesting improvement measures enables targeted 
changes towards efficiency.

Keywords: Smart city, relative efficiency, Data Envelopment Analysis (DEA), ISO standards
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1.	 Introduction

Smart City (SC) is a term that stands for various 
technologies and concepts that aim to make cities 
more efficient, sustainable, socially inclusive and 
technologically advanced. The Sustainable Devel-
opment Goals (SDGs) introduced by the United 
Nations in its 2015 Agenda for Sustainable De-
velopment (UN, 2015) and the concept of smart 

city (SC) are closely linked as both aim to address 
various global challenges and improve the quality 
of life of people around the world. SC initiatives 
contribute to SDG 11 (Sustainable Cities and Com-
munities) by improving urban planning, expanding 
public transportation, promoting sustainable infra-
structure and ensuring access to basic services for 
all residents. Smart grids, energy-efficient buildings 
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and smart energy management systems contribute 
to SDG 7 (Affordable and Clean Energy) and SDG 
13 (Climate Action) by improving access to afford-
able, reliable, sustainable and modern energy, thus 
helping to mitigate climate change. By introducing 
sustainable consumption and production prac-
tices (reducing waste and promoting the circular 
economy), SC initiatives contribute to SDG 12 
(Responsible Consumption and Production). SC 
initiatives also contribute to SDG 3 (Good Health 
and Well-Being) by ensuring healthy living and pro-
moting well-being for all ages. By improving water 
management, reducing water waste and improving 
access to clean water and sanitation, SC initiatives 
contribute to SDG 6 (Clean Water and Sanitation). 
In summary, by integrating sustainability principles 
and leveraging technology, SCs can play a critical 
role in realizing the broader sustainable develop-
ment agenda outlined in the SDGs.

Efficiency is a core principle of sustainable devel-
opment and a smart use of city resources leads to 
greater efficiency and directly impacts the crea-
tion of greater economic value and the well-being 
of citizens (OECD, 2019). City efficiency primarily 
means targeted, coordinated, and integrated man-
agement of a smart city’s infrastructure resources 
(e.g., energy, business, transportation, waste man-
agement, public facilities, and green spaces) using 
information-communication technologies (ICT) 
that maximize the impact and significantly reduce 
costs, increasing at the same time the city’s sustain-
ability. The first step is to define a vision and a strat-
egy that reflects the characteristics of a particular 
city (e.g., economy, climate, natural capital, social 
capital, geographic location, specific industries, 
and infrastructure) and to implement it through 
all administrative structures. The second step is 
to integrate and coordinate policies, regulations, 
administrative frameworks, acts, and institutional 
hierarchies within which city departments operate. 
Formulating well-integrated management process-
es and activities is critical to effective urban plan-
ning and shaping a vision for the future.

In general, a greater number of quality standards 
met, reflecting citizens’ quality of life, should im-
prove the efficiency of the city. According to the 
ISO 37120 standard, the certificate is awarded to 
cities based on the number of indicators collected, 
which gives them an additional incentive, i.e. the 
more indicators prescribed in the standard a city 
meets, the higher the award. The same is true for 

ISO 37122, as cities that are successfully certified 
to ISO 37120 and are part of the World Council on 
City Data (WCCD) are eligible for ISO 37122 cer-
tification and able to lead the global development 
of smart cities with ISO-standardized, comparable 
city data (WCCD, 2021).

The goal of the study is to create a model for as-
sessing the efficiency of smart cities and determine 
the relative efficiency of Croatian cities using DEA. 
This enables the identification and quantification of 
the efficiency factors of Croatian cities according 
to the Smart City Index, as all Croatian cities were 
included in the study. The model takes into account 
a large number of indicators, i.e. 38 indicators that 
each city must fulfil are distributed among six dif-
ferent smart city areas/dimensions. The inputs of 
the DEA analysis are the six dimensions of smart 
cities mentioned above, and the output is defined 
by the city development index.

After the introduction, this paper provides a litera-
ture review in the field of smart city efficiency as-
sessment. After opting for the use of DEA analysis, 
the methodology itself is presented. It is then fol-
lowed by a comprehensive description data gather-
ing process and a variable determination process. 
The paper continues with a presentation of the re-
sults and finishes with a discussion and a presenta-
tion of the main findings of the paper. 

2.	 Literature review

The operation of cities encompasses a rather diverse 
and extensive range of activities, from economic ac-
tivities and governance to quality of social capital, 
environmental protection and sustainability, and 
connectivity through broadband and transportation 
infrastructure. Therefore, most authors group all 
these areas of a city into the dimensions of a smart 
city in order to define the most important activities 
and implement the strategy of a smart city. Smart cit-
ies are not a goal in themselves, but rather serve as 
tools to achieve a higher quality of life and sustain-
ability goals. Achieving efficiency in various dimen-
sions of smart cities is critical to their success. 

The efficiency of smart cities can be viewed from 
many different angles. For example, the influence of 
smart city performance (SCP) on the technical effi-
ciency and sustainability of cities was investigated by 
Auci and Mundula (2012) and Yigitcanlar and Kam-
ruzzaman (2018). Auci and Mundula (2012) used a 
stochastic frontier analysis and found that people 
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and environment have a positive impact on technical 
efficiency. Conversely, other smart indicators such as 
governance, economy, mobility and housing have a 
negative impact. Kutty et al. (2022) used the Double-
Frontier Slack Based Measure DEA (DFSBM-DEA) 
model, which accounts for undesirable factors in 
long-term technological sustainability performance, 
to comprehend the methods cities use to tackle the 
problem of sustainability. The most efficient smart 
city was determined based on six different dimen-
sions of sustainable development, including eco-
nomic dynamics, governance and institutions, ener-
gy and environmental resources, social cohesion and 
solidarity, safety and security, and climate change. 
This approach allows policymakers to compare cities 
and identify areas of improvement.

The DEA allows benchmarking of smart cities 
based on specific dimensions such as transporta-
tion, energy consumption, waste management, and 
healthcare. Yu and Zhang (2019) study the influ-
ence of smart city policy (SCPol) implementation 
on energy efficiency (EE) in China. The findings 
indicate notable differences between cities in differ-
ent regions, with SCPol showing a significant posi-
tive impact on EE, implying that SCPol can effec-
tively enhance EE. Fan et al. (2021) investigated the 
impact of SCPol implementation on the promotion 
of a low-carbon economy (LCE) in China. Their 
findings reveal a significant improvement in the 
LCE of cities through the implementation of SCPol. 
Smart energy management strategies are critical 
to reducing costs and environmental footprint. In 
their paper, Nguyen et al. (2020) discuss the ben-
efits of implementing the Internet of Things (IoT) in 
the smart city transportation system. They address 
the use of a hierarchical approach for overall traf-
fic management, i.e. they define the concept, meth-
odology, and required developments of submodels 
describing the optimization problems of the overall 
system. Transportation optimization systems are 
important in smart cities to alleviate traffic con-
gestion. Yi and Ma (2019) used DEA’s C2R model 
to evaluate the solid waste logistics system. Based 
on the evaluation findings, waste management and 
transportation were rationalized. The results in-
dicate that the system manages logistics costs ef-
ficiently, transportation efficiency is high, the risk 
of waste pollution is minimized, and reliability is 
ensured. Smart health systems play a critical role in 
urban environments. Research by Pacheco Rocha et 
al. (2019) shows that smart cities can impact pub-

lic health in a number of ways, including through 
disease prevention and the promotion of health 
initiatives. The use of smart technologies in health-
care plays an important role in patient-centred care 
based on patient preferences (Dukić Samaržija, Ar-
bula Blecich & Samaržija, 2018).

Research on SC efficiency in Croatia covers various 
aspects related to the implementation and impact 
of smart city initiatives in urban areas across the 
country. While not measuring SC efficiency, Kel-
man et al. (2017) used SWAT analysis to identify 
the strategically important factors of a set of indica-
tors used to govern, measure performance and im-
prove the quality of life, using ISO 37120 Sustain-
able development of communities - Indicators for 
city services and quality of life. Jurlina Alibegović 
et al. (2018) assessed the largest cities in Croatia 
using the smart urban development index and six 
different dimensions (economy, people, govern-
ance, mobility, environment and living) of smart 
cities. According to the smart urban development 
index, only eleven major Croatian cities are above 
average, while it shows the heterogeneity of cities 
in all six SE dimensions. Čukušić et al. (2019) exam-
ined smart city initiatives and applications based on 
the simulation experiment and the opinions of 60 
smart city experts. The total time of the implemen-
tation process, expressed in days, was estimated for 
11 smart city applications in the city of Split. The 
time represents the average number of days until 
the start of implementation of a particular applica-
tion. The results of the simulation experiment are 
in line with the expert assessments of the priorities 
and potential of smart city applications.

Buntak et al. (2021) analyzed the state of smart city 
development in Croatia by collecting and analyzing 
key dimensions of the smart city. They concluded 
that the implementation of smart cities is not satis-
factory, which is mainly due to the lack of strategic 
thinking. The lack of smart city research is also evi-
dent in the systematically peer-reviewed publica-
tions dealing with research on SC in Southeast Eu-
rope (SEE). Ninčević Pašalić et al. (2021) examined, 
analyzed and classified seventy-four papers based 
on their focus on SC topics and common subtopics. 
While smart governance has been extensively re-
searched in the SEE region, topics related to smart 
economy and smart people have received little at-
tention from researchers. SC research in SEE is still 
in the conceptualization and planning stage, and 
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there is very little evidence of the actual implemen-
tation and follow-up activities.

Overall, studies on smart cities in Croatia contrib-
ute to understanding and evaluating the efficiency 
of smart city initiatives in Croatia, considering citi-
zen perspectives, financial capacities, and govern-
ance strategies. The main contribution of this paper 
is a holistic approach (based on 38 indicators over 
six SC dimensions) to efficiency assessment in or-
der to provide a complete and credible ranking of 
all 127 Croatian cities, with the aim of identifying 
the sources of inefficiency and providing sugges-
tions for improving the dimensions of SC.

3.	 Methodology

Data Envelopment Analysis (DEA) is a non-para-
metric mathematical method based on linear pro-
gramming. It is often used to evaluate the relative 
efficiency of homogeneous decision-making units 
(DMUs) in different domains, with the main objec-
tive of optimizing resource allocation, improving 
performance and benchmarking. It was originally 
introduced by Charnes et al. (1978) and it is the es-
timation of the production function. The ratio of the 
weighted inputs to the weighted outputs is calcu-
lated for each DMU. The value q can range between 
0 and 1, whereby q = 1 means the relative efficiency 
of 100%, and a value below 1 means that the DMUs 
operate relatively inefficiently. Relatively efficient 
DMUs are compared and serve as a benchmark 
for relatively inefficient DMUs. Relatively efficient 
DMUs are not able to increase any output without 
increasing inputs or reducing the remaining outputs, 
and conversely, they cannot decrease any input with-
out simultaneously decreasing any of their outputs 
or increasing any of the remaining inputs.

There are two basic DEA models, the CCR model 
(Charnes et al., 1978), the basic DEA model, which 
assumes constant returns to scale (CRS), and the 
BCC model (Banker et al., 1984), which assumes 
variable returns to scale (VRS). The CRS assumes 
that an increase in each input for each DMU leads 
to a proportional increase in each output, while 
the VRS assumes that this relationship need not 
be proportional. When choosing the appropriate 
model, the orientation (input or output) should 
also be selected based on the strategy pursued by 
the DMUs, analysts, managers, etc. If the goal is to 
minimize inputs while achieving (at least) a previ-
ously reached output level, an input-oriented mod-

el is used, while an output-oriented model is chosen 
if the goal of DMUs is to maximize outputs with (at 
most) a given number of inputs. According to Mun-
dula and Auci (2016), an efficient city has the ability 
to maximize its own impact (well-being) with re-
spect to a set of inputs, i.e. to minimize the use of its 
own resources (inputs) to achieve a given outcome.

Since an input-oriented BCC model (VRS) is 
used in this paper, it can be expressed as follows 
(Aminuddin & Ismail, 2016):

3. Methodology

Data Envelopment Analysis (DEA) is a non-parametric mathematical method based on linear 

programming. It is often used to evaluate the relative efficiency of homogeneous decision-

making units (DMUs) in different domains, with the main objective of optimizing resource 

allocation, improving performance and benchmarking. It was originally introduced by Charnes

et al. (1978) and it is the estimation of the production function. The ratio of the weighted inputs 

to the weighted outputs is calculated for each DMU. The value θ can range between 0 and 1, 

whereby θ = 1 means the relative efficiency of 100%, and a value below 1 means that the 

DMUs operate relatively inefficiently. Relatively efficient DMUs are compared and serve as a 

benchmark for relatively inefficient DMUs. Relatively efficient DMUs are not able to increase 

any output without increasing inputs or reducing the remaining outputs, and conversely, they 

cannot decrease any input without simultaneously decreasing any of their outputs or increasing 

any of the remaining inputs.

There are two basic DEA models, the CCR model (Charnes et al., 1978), the basic DEA model,

which assumes constant returns to scale (CRS), and the BCC model (Banker et al., 1984), which 

assumes variable returns to scale (VRS). The CRS assumes that an increase in each input for 

each DMU leads to a proportional increase in each output, while the VRS assumes that this 

relationship need not be proportional. When choosing the appropriate model, the orientation 

(input or output) should also be selected based on the strategy pursued by the DMUs, analysts, 

managers, etc. If the goal is to minimize inputs while achieving (at least) a previously reached 

output level, an input-oriented model is used, while an output-oriented model is chosen if the 

goal of DMUs is to maximize outputs with (at most) a given number of inputs. According to 

Mundula and Auci (2016), an efficient city has the ability to maximize its own impact (well-

being) with respect to a set of inputs, i.e. to minimize the use of its own resources (inputs) to 

achieve a given outcome.

Since an input-oriented BCC model (VRS) is used in this paper, it can be expressed as follows 

(Aminuddin & Ismail, 2016):

(1)                                                      𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝜃𝜃𝜃𝜃0 = ∑ 𝑢𝑢𝑢𝑢𝑗𝑗𝑗𝑗𝑦𝑦𝑦𝑦𝑗𝑗𝑗𝑗0𝑚𝑚𝑚𝑚
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subject to
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𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖 ≥ 0,      𝑢𝑢𝑢𝑢𝑗𝑗𝑗𝑗 ≥ 0,    𝑢𝑢𝑢𝑢0 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖 

Although DEA was originally developed to assess the relative efficiency of public sector 

DMUs, its application was later extended to the non-public sector as it can take into account 

multiple inputs and multiple outputs expressed in different units. DEA is often used in the area 

of public policy and services to evaluate the efficiency of health services (Dukić Samaržija, 

Arbula Blecich and Najdek, 2018; Mourad et al., 2021), educational institutions (Arbula 

Blecich, 2021; 2020; Arbula, 2012; Marto et al., 2022), transportation systems (Rivero 

Gutiérrez et al., 2022), and municipal service providers (Cerović et al., 2017). The application 

of DEA also extends to environmental analysis, where organizations and industries seek to 

assess their environmental efficiency. In this context, DEA can evaluate how efficiently 

resources are used to minimize environmental impacts such as pollution and waste (Elhami et 

al., 2016). This is especially important in today’s world where sustainability and environmental 

responsibility are of utmost importance to investors and society. Moreover, in urban planning, 

DEA can help evaluate the efficiency of various urban services and infrastructure components 

in smart cities. DEA can evaluate how efficiently resources are used to deliver services such as 

transportation, energy, and waste management in terms of quality and quantity of service 

delivery (Nguyen et al., 2020; Yi & Ma, 2019). It can also help find ways to improve or expand 

urban services without significantly increasing resource consumption, contributing to the 

development of sustainable and efficient smart cities.

DEA is a useful analytical tool for increasing the efficiency of smart cities in a variety of areas. 

From assessing a city’s overall performance and benchmarking specific dimensions to 

promoting sustainability, smart energy management, and optimizing transportation and health 

services, DEA plays an important role in promoting the success of smart city initiatives.

Benchmarking helps cities identify best practices and areas for innovation. Researchers such as 

Giffinger et al. (2007) have introduced a multidimensional framework for smart cities that 

includes dimensions such as smart economy, smart governance, smart citizens, smart 

environment, smart living, and smart mobility. These dimensions are used in this paper to 

evaluate the efficiency of Croatian cities in their operation as smart cities and to help policy 

makers identify areas for improvement and allocate resources efficiently.

4. Determination of variables and data collection

Although DEA was originally developed to assess 
the relative efficiency of public sector DMUs, its ap-
plication was later extended to the non-public sec-
tor as it can take into account multiple inputs and 
multiple outputs expressed in different units. DEA 
is often used in the area of public policy and services 
to evaluate the efficiency of health services (Dukić 
Samaržija, Arbula Blecich and Najdek, 2018; Mourad 
et al., 2021), educational institutions (Arbula Blecich, 
2021; 2020; Arbula, 2012; Marto et al., 2022), trans-
portation systems (Rivero Gutiérrez et al., 2022), and 
municipal service providers (Cerović et al., 2017). 
The application of DEA also extends to environ-
mental analysis, where organizations and industries 
seek to assess their environmental efficiency. In this 
context, DEA can evaluate how efficiently resources 
are used to minimize environmental impacts such 
as pollution and waste (Elhami et al., 2016). This is 
especially important in today’s world where sustain-
ability and environmental responsibility are of ut-
most importance to investors and society. Moreover, 
in urban planning, DEA can help evaluate the effi-
ciency of various urban services and infrastructure 
components in smart cities. DEA can evaluate how 
efficiently resources are used to deliver services such 
as transportation, energy, and waste management 
in terms of quality and quantity of service delivery 
(Nguyen et al., 2020; Yi & Ma, 2019). It can also help 
find ways to improve or expand urban services with-
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out significantly increasing resource consumption, 
contributing to the development of sustainable and 
efficient smart cities.

DEA is a useful analytical tool for increasing the ef-
ficiency of smart cities in a variety of areas. From 
assessing a city’s overall performance and bench-
marking specific dimensions to promoting sustain-
ability, smart energy management, and optimizing 
transportation and health services, DEA plays an 
important role in promoting the success of smart 
city initiatives. Benchmarking helps cities identify 
best practices and areas for innovation. Research-
ers such as Giffinger et al. (2007) have introduced 
a multidimensional framework for smart cities that 
includes dimensions such as smart economy, smart 
governance, smart citizens, smart environment, 
smart living, and smart mobility. These dimensions 
are used in this paper to evaluate the efficiency of 
Croatian cities in their operation as smart cities and 
to help policy makers identify areas for improve-
ment and allocate resources efficiently.

4.	 Determination of variables and data 
collection

The model variables were determined in several 
phases. In the first phase, the following dimensions 
of smart cities were determined: Smart Economy 
(SE), Smart Governance (SG), Smart Citizens (SC), 
Smart Living (SL), Smart Environment (SEN), and 
Smart Mobility (SM).
An economy is considered smart if it is able to de-
velop innovative and modern solutions that meet 
the needs of the market. This means that the con-
cept of a smart city encompasses several urban di-
mensions associated with SE, such as innovation, 
entrepreneurship and the labor market. In addition, 
factors such as productivity, flexibility and integra-
tion into national and international markets are 
also important components that need to be con-
sidered (Griffinger et al., 2007; Babić et al., 2022). 
Certainly, the development of a country’s ICT sec-
tor plays an important role (Babić, 2021a) in achiev-
ing sustainable economic, environmental and social 
development.
When planning smart city solutions, particular at-
tention is paid to the economic, social and environ-
mental dimensions, as well as to the accountabil-
ity and transparency of the governance. Extensive 
databases, spatial decision support systems and 
corresponding geodata technologies are used to fa-
cilitate city administration. In addition, smart cities 

are continuously innovating in the field of e-gov-
ernment to provide more efficient public services 
to their citizens (Vinod Kumar & Dahiya, 2017). 
Today, city governance focuses mainly on physical 
features, including roads, the built environment, 
sewerage systems, and green spaces. Spatial plan-
ning, housing, transportation and waste manage-
ment are at the forefront, while little attention is 
paid to e-government, i.e. the collection and pro-
cessing of the vast amounts of data that can be col-
lected as part of urban governance.
The main reason for the existence of a city and the 
formulation of its policies are its citizens. A crucial 
aspect in the development of smart cities is there-
fore active participation of smart citizens in urban 
activities in various roles (Madakam, 2014). The 
concept of Smart Citizens implies the educational 
level of the citizens of a given city and their willing-
ness to engage in lifelong learning and progress.
Smart Living means the application of ICT with 
information systems for urban services in the ar-
eas of water, gas and electricity supply, telecom-
munications, banking, etc. in order to increase the 
well-being of citizens. In addition, it implies mod-
ern homes equipped with smart appliances and 
automation systems (Bawa et al., 2016). Although 
healthcare is often located outside of the city limits, 
the availability and accessibility of primary health-
care is an important feature of smart cities.
Smart Environment refers to the effective use of 
ICT to protect natural resources and cultural herit-
age at city level (Staffans & Horelli, 2014). It also 
refers to the protection of the environment and 
natural heritage, but especially to sustainability 
(Al-Nasrawi et al., 2015), as it provides advanced 
tools and technologies to monitor, detect, measure, 
and record all changes in the urban environment, 
as well as tools and technologies to ensure sustain-
ability (waste management, wastewater treatment, 
intelligent transportation systems, etc.).
Mobility plays a crucial role in modern smart cit-
ies, as the transportation of people and goods inside 
and outside of the city plays a fundamental role in 
economic development and the improvement of 
everyday urban life. The difference between mo-
bility and Smart Mobility is that in smart mobil-
ity, the public has access to real-time information 
and monitoring of public transportation, using ICT 
such as the Internet of Things, GPS, smart cameras 
and geographic information systems (Albino et 
al., 2015; Vanolo, 2014), as well as the use of envi-
ronmentally friendly fuels in public transportation 
(Manville et al., 2014). Smart mobility is possible 
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with an appropriate 5G network concept that com-
bines the advantages of fixed and mobile commu-
nications (Babić et al., 2019), and this is supported 
by the fact that all Croatian cities are beneficiaries 
of the WiFi4EU initiative (European Commission, 
2023), i.e. all of them have a free Wi-Fi network 
(Babić, 2021b).
In order to provide a holistic approach, the model 
consists of 38 indicators, and some of the indicators 
have been added so that the model can provide a 
more complete picture and a more credible rank-
ing. The number of trades was included because 
trades play a crucial role in the economy of cities; 
in some cities, the number of trades exceeds the 
number of companies. The number of employees 
in the ICT sector is an indicator of the ISO 37122 
standard, but it is supplemented by data on the 
number of ICT companies in a given city, as the 
application and implementation of ICT in all areas 
of the economy and society is the basis for creating 
competitiveness and ensuring the city’s continued 
economic and social progress. In addition, the road 
connection to the nearest airport, the number of e-
charging stations and the share of expenditure on 
environmental protection in the city’s total expend-
iture, the transparency of the city’s budget and the 
total household expenditure per inhabitant, as well 
as the share of citizens holding a university degree 
per 1,000 inhabitants, are recorded.
The data was collected from publicly available or of-
ficially requested data from public institutions. Part 
of the data was collected through a detailed search 
and analysis of the websites of all 127 Croatian cit-
ies, as well as precise measurements of the distance 
of all cities to the nearest airport on the Google 
map. The data was collected for the years 2019 and 

1	 This work is a result of research conducted as part of the doctoral dissertation: Babić, A. (2021) Učinkovitost gradova Republike Hrvat-
ske prema normama ISO 37120, ISO 37122 i dimenzijama pametnih gradova. Due to the extensive analysis, the reader is referred to the 
mentioned literature for additional explanations.

2020 to facilitate monitoring and comparison with 
the same indicators in the future period, which en-
sures verification and comparison of the data.
Standardization was inevitable due to the range of 
values for the different indicators. This was done 
using the z-transformation method. This method 
involves standardization of the indicator values 
with the mean of 0 and standard deviation of 1 as 
normal distribution conditions.

facilitate monitoring and comparison with the same indicators in the future period, which 

ensures verification and comparison of the data.

Standardization was inevitable due to the range of values for the different indicators. This was 

done using the z-transformation method. This method involves standardization of the indicator 

values with the mean of 0 and standard deviation of 1 as normal distribution conditions.

(2)                                                         𝑧𝑧𝑧𝑧 = −𝑥𝑥𝑥𝑥−𝜇𝜇𝜇𝜇
𝜎𝜎𝜎𝜎

The z-value, i.e. the standard score, quantifies the number of standard deviations by which the 

individual values of the observed numerical characteristic are below or above its average value.

In other words, the z-value provides information about the relative position of a particular value 

within the overall distribution compared to the average value. Values for which a higher value 

is less desirable are inverted by multiplying by -1, as is the case for greenhouse gas emissions, 

PM10 concentration, etc.

Finally, indices are calculated and created for different smart city dimensions. Each index is 

assigned a z-value based on equation (2) for each indicator. Based on the z-values of the 

indicators, the average scores of the dimensions and consequently the average scores of each 

city were calculated.1

Each index of smart city dimensions for each individual city (DMU) represents an input for the 

analysis of the efficiency of the Croatian cities. The output in this model is the index of 

development (y1) for each city (DMU). 

Table 1 Inputs and outputs

CROATIAN 

CITIES

Inputs - Dimension indices Output

Smart 

Economy

Smart 

Governance
Smart Citizens Smart 

Living

Smart 

Environment
Smart Mobility Index of 

development

DMU 

DOMAINS

Economy

Finances
Management

Education

Recreation

Culture

Health

Housing

Safety

Energy

Environment and 

climate

Solid waste

Water

Telecommunications

Traffic

DMU SE SM SC SL SEN SM IoD
1 - 127 x1 x2 x3 x4 x5 x6 y1

Source: Authors

1 This work is a result of research conducted as part of the doctoral dissertation: Babić, A. (2021) Učinkovitost gradova 
Republike Hrvatske prema normama ISO 37120, ISO 37122 i dimenzijama pametnih gradova. Due to the extensive analysis, 
the reader is referred to the mentioned literature for additional explanations.
 

	
(2)

The z-value, i.e. the standard score, quantifies the 
number of standard deviations by which the individ-
ual values of the observed numerical characteristic 
are below or above its average value. In other words, 
the z-value provides information about the relative 
position of a particular value within the overall dis-
tribution compared to the average value. Values for 
which a higher value is less desirable are inverted by 
multiplying by -1, as is the case for greenhouse gas 
emissions, PM10 concentration, etc.

Finally, indices are calculated and created for differ-
ent smart city dimensions. Each index is assigned 
a z-value based on equation (2) for each indicator. 
Based on the z-values of the indicators, the average 
scores of the dimensions and consequently the av-
erage scores of each city were calculated.1 

Each index of smart city dimensions for each individ-
ual city (DMU) represents an input for the analysis 
of the efficiency of the Croatian cities. The output in 
this model is the index of development (y1) for each 
city (DMU). 

Table 1 Inputs and outputs

CROATIAN 
CITIES

Inputs - Dimension indices Output

Smart 
Economy

Smart 
Governance

Smart 
Citizens

Smart 
Living

Smart 
Environment

Smart 
Mobility

Index of 
development

DMU  
DOMAINS

Economy
Finances

Manage-
ment

Education
Recreation
Culture

Health
Housing
Safety

Energy
Environment and 
climate 
Solid waste
Water

Telecommu-
nications
Traffic

DMU SE SM SC SL SEN SM IoD

1 - 127 x1 x2 x3 x4 x5 x6 y1

Source: Authors
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The development index was created using the bal-
anced z-score method, a non-linear technique for 
creating composite indices. In this method, the val-
ues of the individual indicators are converted into 
standardized scores and combined into a composite 
index using the arithmetic mean and a penalty coef-
ficient (Denona Bogović et al., 2017). This method 
is also known as the Mazziotta-Pareto index (De 
Muro et al., 2011). This index was developed with 
the aim of solving the problem of objectively meas-
uring, evaluating, comparing and ranking units at 
various territorial administrative levels on the basis 
of their level of development in a given period. This 

was particularly important when individual or mul-
tiple units have mismatched sets of indicators, i.e. 
when they perform above average on some indica-
tors and below average on others.

5.	 Results and discussion

After determining the DMUs, i.e. Croatian cities, 
and the input and output values, the efficiency anal-
ysis was carried out according to the BCC and CCR 
models. The following table presents the descriptive 
statistics for the inputs and outputs included in the 
model.

Table 2 Descriptive statistics of inputs and outputs

X1 X2 X3 X4 X5 X6 Y

Max 0.77528 1.09076 1.06757 3.3404 83.9615 0.72155 115.637

Min 0.2556 0.33049 0.29752 0.30977 0.30613 0.25179 91.167

Average 0.51855 0.52438 0.52931 0.56863 1.17456 0.48127 103.613

SD 0.08798 0.11752 0.12872 0.32787 7.37609 0.10881 5.09866

Source: Authors

The comparison of the results of the input-ori-
ented models CCR and BCC is summarized in 
Table 3 and a detailed presentation of the results 

of the efficiency analysis for both models for all 
127 DMUs individually can be found in Babić 
(2021b).

Table 3 Comparison of CCR and BCC models

RESULTS OF THE ANALYSIS CCR UU model BCC UU model

Relatively efficient cities (number) 20 (16%) 33 (26%)

Relatively inefficient cities (number) 107 (84%) 94 (74%)

Average relative efficiency 0.8968 0.9382

Standard deviation 0.0777 0.0568

The lowest relative efficiency value 0.662 0.7708

The number (%) of cities whose relative efficiency is lower than 
the average 56 (44%) 60 (47%)

Source: Authors

The efficiency frontier is determined based on those 
DMUs that achieve the maximum efficiency (θ=1) 
of inputs to achieve a given level of output. Looking 
at relative efficiency according to the CCR model, 
out of the total population of all cities in the Repub-
lic of Croatia, 20 cities are relatively efficient and de-
fine the efficiency frontier. These cities are: DMU5 

(Sveta Nedelja), DMU9 (Zaprešić), DMU11 (Klan-
jec), DMU15 (Zabok), DMU33 (Varaždin), DMU34 
(Varaždinske Toplice), DMU53 (Opatija), DMU55 
(Rijeka), DMU60 (Senj), DMU69 (Nova Gradiška), 
DMU72 (Biograd na Moru), DMU76 (Zadar), 
DMU100 (Sinj), DMU102 (Split), DMU111 (Buzet), 
DMU114 (Pazin), DMU119 (Vodnjan - Dignano), 
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DMU120 (Dubrovnik), DMU121 (Korčula), and 
DMU125 (Čakovec). Since 16% of the cities are rel-
atively efficient, their results appear as a reference 
set for relatively inefficient ones. These cities allow 
benchmarking for all inefficient cities, i.e. the ref-
erence set for inefficient cities consists of relatively 
efficient cities whose input-output orientation is 
closest to that of an inefficient city, but which are ef-
ficient based on the output achieved with the given 
resources. 

Each inefficient city is assigned at least one refer-
ence DMU that represents best practice. According 
to the BCC model and taking into account the VRS, 
DMUs have a higher relative efficiency compared 
to the CCR model. The lowest value of relative ef-
ficiency is by 0.11 lower in the CCR model than in 
the BCC model, but the number of cities where 
relative efficiency is below average is higher in the 

BCC model (60) than in the CCR model (56). For 
further analysis, the input-oriented BCC model is 
used because it is translationally invariant with re-
spect to both inputs and outputs, in contrast to the 
CCR model, which is not translationally invariant 
because of the shape of the envelope it forms (Knox 
Lovell & Pastor, 1995). This is important for the 
analysis presented in this paper.

The reference set allows relatively inefficient DMUs 
to pursue achievable goals. Since the projection 
of inefficient cities to the efficiency frontier is ex-
pressed by a linear combination of efficient cities 
from the reference set whose coefficients repre-
sent their share of a single city’s projection to the 
efficiency frontier, the city with the highest corre-
sponding coefficient should be chosen as the refer-
ence. The reference set for inefficient cities is shown 
in the following table.

Table 4 Reference set for inefficient cities

DMU Reference city Number 
of cities % Reference set of inefficient cities 

DMU120 Dubrovnik 28 30%

Cres, Crikvenica, Garešnica, Glina, Ivanić-Grad, Kraljevi-
ca, Križevci, Krk, Kutina, Ludbreg, Makarska, Mali Lošinj, 
Novi Vinodolski, Omiš, Poreč, Rab, Rovinj, Samobor, 
Šibenik, Komiža, Sisak, Slavonski Brod, Solin, Trogir, 
Umag, Velika Gorica, Vis, Vrbovec

DMU114 Pazin 15 16%
Belišće, Daruvar, Županja, Ivanec, Hvar, Krapina, Lepo-
glava, Opuzen, Slatina, Orahovica, Supetar, Virovitica, 
Vrgorac, Novigrad, Hrvatska Kostajnica

DMU34 Varaždinske 
Toplice 10 11% Knin, Trilj, Mursko Središće, Oroslavje, Ozalj, Petrinja, 

Popovača, Pleternica, Sveti Ivan Zelina, Zlatar

DMU14 Pregrada 6 6% Beli Manastir, Benkovac, Donja Stubica, Duga Resa, Ilok, 
Otok

DMU95 Imotski 5 5% Buje, Donji Miholjac, Kutjevo, Novi Marof, Vukovar

DMU11 Korčula 5 5% Prelog, Ploče, Pag, Novalja, Grubišno Polje

DMU121 Klanjec 4 4% Obrovac, Skradin, Pakrac, Slunj 

DMU15 Zabok 4 4% Nin, Požega, Lipik, Gospić 

DMU111 Buzet 4 4% Vrlika, Stari Grad, Delnice, Bakar

DMU80 Đakovo 3 3% Metković, Drniš, Valpovo 

DMU125 Čakovec 3 3% Vodice, Novska, Jastrebarsko

DMU69 Nova 
Gradiška 2 2% Vinkovci, Našice

DMU102 Split 1 1% Kaštela

DMU76 Zadar 1 1% Bjelovar
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DMU Reference city Number 
of cities % Reference set of inefficient cities 

DMU56 Vrbovsko 1 1% Čabar

DMU55 Rijeka 1 1% Karlovac

DMU5 Sveta Nedelja 1 1% Kastav

TOTAL 94 100%
Source: Authors

The cities most frequently mentioned in the ref-
erence sets of inefficient cities are DMU120 
(Dubrovnik), DMU114 (Pazin) and DMU34 
Varaždinske Toplice. By comparing empirical and 
projected values for all 127 cities, the sources of in-
efficiency and their magnitude were identified for 
six inputs and one output. A larger percentage dif-
ference between the projected and empirical values 

of a particular input or output means that the input 
or output is a greater source of inefficiency. The fol-
lowing table shows, for all inputs and outputs, the 
changes that inefficient cities must make to achieve 
relative efficiency. These are average percentage 
changes per inefficient city and changes for indi-
vidual cities that require the greatest improvement 
in individual inputs or outputs.

Table 5 Results on average improvements for relatively inefficient inputs

Inputs/Outputs Empirical value  Projected value Difference (%)

(x1) Smart Economy 0.5185 0.4789 7.0622

(x2) Smart Governance 0.5244 0.4674 9.8196

(x3) Smart Citizens 0.5293 0.4618 10.8195

(x4) Smart Living 0.5686 0.5053 9.5471

(x5) Smart Environment 1.1746 0.4761 7.9944

(x6) Smart Mobility 0.4813 0.4219 11.2067

(y1) Index of development 103.613 106.756 3.1506
Source: Authors

Since all input values are inverted, all output values 
are increased, even though the interpretation of the 
results speaks of a decrease in input. The projec-
tion shows that input x1 (SE) can achieve the same 
output level with 7.06% less input, input x2 (SG) 
with 9.82% less input, input x3 (SC) with 10.82% 
less input, input x4 (SL) with 9.55% less input, input 
x5 (SEN) with 8% less input, and for input x6 (SM) 
with 11.21% less input with the same output level, 
which represents increases in the non-inverted 
values. This shows that inputs x3 and x6 have the 
greatest impact on city inefficiency, followed by x2, 
x4, and x5, while input x1 has the least impact on 
city inefficiency. 

6.	Discussion and conclusion

Smart cities use data and technology to operate ef-
ficiently, promote economic development, improve 
sustainability and enhance the quality of life of peo-
ple living and working in the city. The indicators of 
ISO standard 37120 - Sustainable cities and com-
munities, and ISO standard 37122 - Indicators for 
smart cities and additional indicators applicable to 
all cities were used as a basis for creating a model 
for assessing the efficiency of Croatian smart cities 
within the framework of smart urban units, regard-
less of their size. The main contribution of this pa-
per is that for the first time, all Croatian cities have 
been ranked using comparable and verifiable data 
based on a comprehensive database (38 indicators), 
which provides a model for assessing the efficiency 
of Croatian smart cities.
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DEA was used for the efficiency analysis. The input 
values were represented by previously formed indi-
ces for six dimensions of smart cities, and the out-
put was the development index, which is a reliable 
official statistic and one of the most important in-
struments of regional policy. The ranking resulted 
in efficient cities that are at the efficiency frontier 
and whose reference value is equal to one, while 
inefficient cities have values below one. The analy-
sis was carried out using the input-oriented BCC 
model. This analysis identified efficient cities, inef-
ficient cities and a reference group consisting of ef-
ficient cities that are most similar to the inefficient 
cities. For cities identified as relatively inefficient, 
the causes of relative inefficiency were identified in 
order to make recommendations and predictions 
on how much at least one dimension needs to be 
improved in order to reach the efficiency frontier 
based on their reference group. By identifying the 
dimensions that have the greatest impact on the ef-
ficiency of smart cities, cities gain valuable infor-
mation about their individual position compared to 
other cities. Providing an overview of existing ef-
ficiency levels and suggesting improvement meas-
ures enables targeted changes toward efficiency.
However, the study has certain limitations, which 
mainly relate to the data set from 2019 and 2020. 
This is due to the fact that the paper is based on a 
comprehensive doctoral dissertation investigation, 
which includes both publicly available data and 
data officially requested from public institutions, as 
well as a detailed search and analysis of the web-
sites of all 127 Croatian cities and accurate meas-
urements of the distance of all cities to the nearest 
airport on Google Maps. Furthermore, the output 
variable in this model is the index of development 
of Croatian cities, for which no new data has been 
published yet. For further research, it is advisable 
to conduct a detailed analysis of the individual SC 
dimensions and introduce the second stage statisti-
cal analysis to determine the influence of exogenous 
factors. Since no data over a longer period of time 
was available, a DEA analysis based on one year 
was performed, while for further research it would 
be advisable to perform a dynamic DEA analysis. 
Finally, the model also has additional potential by 
extending the analysis of the existing model to new 
regional entities (municipalities) and applying new 
methods and measurement approaches. This comes 
with limitations, mainly because many initiatives in 
Croatian cities are still in their infancy and there are 
still many obstacles to overcome, especially when 
it comes to collecting data for the purpose of ad-
ditional analysis in cities.

Regarding Smart Mobility in the context of tel-
ecommunications and transportation in particular, 
it is clear that not all cities have the same speed or 
access to the internet and that not all cities have a 
developed transportation system equipped with 
digital parking solutions, payment technologies, 
online parking or the presence of electric charging 
stations. Without these smart technologies, ineffi-
cient cities use telecommunication and transporta-
tion resources in a sub-optimal way, which is also 
reflected in their level of development.
The Smart Citizen dimension is the second largest 
source of inefficiency in inefficient cities. It relates 
to education, sport and culture, and it is one of 
the most important dimensions when it comes to 
a city’s social capital. The implementation of more 
effective and targeted population policies as well 
as the co-financing of student activities and schol-
arships, investment in sports infrastructure and 
sporting events are just some of the measures that 
could improve the use of resources in this dimen-
sion.
The impact of the Smart Living dimension relates 
to the quality of life in terms of smart technologies 
(smart electricity), security (live cameras) and pri-
mary healthcare (the ratio of primary healthcare 
physicians to inhabitants). These are indicators 
that need to be improved and are not always the re-
sponsibility of the city administration. The specific 
increase in the share of smart electricity is the re-
sponsibility of Hrvatska elektroprivreda (HEP d.d.), 
and there are numerous ongoing projects related to 
the implementation of smart living solutions that 
have a direct impact on the better quality of life of 
citizens.
This study also suggests that Smart Governance is 
a very important dimension that needs to be im-
proved, as current governance models should uti-
lize the city’s resources (businesses, people and 
technology) more efficiently. Smart Environment 
and Smart Economy are two dimensions that have 
proven to be less problematic, but still require bet-
ter resource utilization, such as better waste man-
agement and water supply systems, as well as better 
road connections and investment in research and 
development.
To summarize, this paper provides a comprehen-
sive assessment of Croatian (smart) cities and iden-
tifies the main sources of inefficiency. This should 
help policy makers and urban planners to focus on 
the areas where improvements are needed in order 
to promote overall urban development and smart 
city initiatives.
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Abstract

Purpose: This paper deals with going concern audit reporting in Bosnia and Herzegovina. The research 
objectives are to determine whether, in conditions of increased economic uncertainty, auditors issue this 
type of audit report more frequently, whether the bankruptcy of a company can be predicted based on a 
going concern audit report, and whether companies that receive this type of audit report engage in audit 
opinion shopping. 

Methodology: The research was conducted on a sample of audit reports of 187 companies referring to the 
period from 2017 to 2021. Content analysis method was used. 

Results: The average rate of going concern audit reports was 19.2%. Observed by year, the rate of going 
concern audit reports ranges from 18.1% to 19.9%. All companies that received a going concern audit report 
in the considered period one or more times are still operating. In 17.5% of cases, companies replaced the 
auditor after receiving a going concern audit opinion, while in 16.4% of cases, companies replaced the audi-
tor even though they did not receive a going concern audit opinion.

Conclusion: The increase in economic uncertainty during the coronavirus pandemic led to only a slight in-
crease in the rate of going concern audit reports. This type of audit report cannot serve as a predictor of the 
company’s bankruptcy. Companies that receive a going concern audit report do not engage in audit opinion 
shopping in order to avoid receiving the same type of audit report in the following year.

Keywords: Going concern audit report, going concern assumption, material uncertainty related to going 
concern
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1.	 Introduction

Financial statements are the basic means by which 
management communicates information about the 
financial condition, profitability and cash flows of 
the company to owners and other external stake-
holders. Financial statements should contain com-
plete and reliable information about the financial 

effects of all company activities undertaken in one 
accounting period. 

According to International Accounting Standard 1, 
financial statements are prepared using the going 
concern assumption. This assumption implies that 
the company will continue its operations for the 
foreseeable future and that it has the operational 
and financial capabilities to maintain business 
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continuity (Simamora & Hendarjatno, 2019). This 
means that the company will be able to use its assets 
and meet its obligations through normal business 
operations. The going concern assumption cannot 
be applied if the management intends to liquidate 
or cease operations or has no alternative but to do 
so. “When the company’s management is aware 
that there are significant uncertainties related to 
the events or the conditions that may cast doubt 
on the company’s ability to continue operating in-
definitely, the company is required to disclose any 
such uncertainty in its financial statements. When 
a company does not prepare financial statements 
on a going concern basis, it must disclose this fact, 
together with the basis on which the financial state-
ments have been prepared, as well as the reason 
why the going concern assumption has not been 
met” (IASB, 2003).

The main purpose of auditing financial statements 
is to determine whether the information contained 
in financial statements is true and objective, i.e., 
whether financial statements are prepared in ac-
cordance with the applicable financial reporting 
framework. During the audit, the auditor is re-
quired, among other things, to assess the company’s 
ability to operate for an unlimited period. The audi-
tor should collect a sufficient volume of adequate 
audit evidence on the basis of which they will con-
clude whether the management’s use of the going 
concern assumption in the preparation of financial 
statements is appropriate. Furthermore, based on 
the collected evidence, the auditor should conclude 
whether there is uncertainty regarding the compa-
ny’s ability to continue as a going concern.

If the financial statements are prepared using the 
going concern assumption and the auditor consid-
ers that the use of this assumption is not appro-
priate, they will express an adverse opinion. If the 
auditor concludes that there is significant doubt 
about the company’s ability to continue as a go-
ing concern, but that the application of the going 
concern assumption is appropriate, the auditor 
will assess whether the financial statements dis-
close any material uncertainty related to events or 
circumstances that give rise to significant doubts 
about the company’s ability to continue as a go-
ing concern, and whether these events or circum-
stances are adequately described. If the financial 
statements include the required disclosures, the 
auditor will express an unqualified opinion and in-
clude in the auditor’s report a separate paragraph 

under the subtitle “Material Uncertainty Related to 
Going Concern” (MURGC), in which they will state 
that there are events or circumstances that indicate 
the existence of significant uncertainty that may 
cause significant doubt about the company’s abil-
ity to continue as a going concern, and also draw 
attention to the notes in the financial statements 
describing these matters and state that the auditor’s 
opinion has not been modified in relation to that 
matter. If the financial statements do not include 
appropriate disclosures about material uncertainty, 
the auditor will express a qualified opinion or an ad-
verse opinion, as appropriate (IAASB, 2015).

An audit opinion given by an auditor in conditions 
where there is significant doubt about the compa-
ny’s ability to continue as a going concern one year 
after the date of the financial statement is called a 
going concern audit opinion. A going concern audit 
opinion means an unqualified audit opinion with 
an emphasis of matter for the existence of material 
uncertainty related to going concern, i.e., with the 
MURGC paragraph, and a modified audit opinion 
where the existence of the specified uncertainty is 
a reason for modifying the audit opinion. An au-
dit report that contains this type of audit opinion is 
called a going concern audit report.

The subject of this paper is going concern audit re-
porting in Bosnia and Herzegovina. The research 
objectives are to determine the frequency of issu-
ing a going concern audit report, whether, in con-
ditions of increased economic uncertainty, audi-
tors issue this type of audit report more frequently, 
whether the bankruptcy of a company can be pre-
dicted based on a going concern audit report, and 
whether companies that receive this type of audit 
report engage in audit opinion shopping. The paper 
is organized as follows. The second section provides 
an overview of previous research on a going con-
cern audit opinion. Research design is presented in 
the third section. The research results are presented 
in the fourth section. Concluding considerations 
are given in the fifth section.

2.	 Theoretical and conceptual background

In the audit literature, the going concern audit 
opinion has been investigated from different as-
pects. The identified research areas relate to deter-
mining the frequency of issuing a going concern 
audit opinion, identifying the factors that influence 
the issuance of this type of audit opinion, develop-



Pobrić, A.: Going concern audit reporting in Bosnia and Herzegovina

395Vol. 37, No. 2 (2024), pp. 393-402

ing a model that will help auditors to give the most 
appropriate audit opinion in circumstances when 
there is doubt about a company’s ability to continue 
as a going concern, and examining the impact of the 
going concern audit opinion on the behavior of par-
ticipants in the financial market.

Cheffers et al. (2010) investigated the frequency of 
issuing a going concern audit opinion on a popula-
tion of audit reports submitted to the US Securi-
ties and Exchange Commission between 2000 and 
2009. They determined that the rate of issuing go-
ing concern audit opinions among US companies 
ranged from 14.4% in 2003 to 20.3% in 2008. This 
research showed that the frequency of issuing go-
ing concern audit opinions increased significantly 
during and after the global financial crisis in 2007 
and 2008 compared to the period before this cri-
sis. This means that auditors express a going con-
cern audit opinion more frequently in a period of 
increased economic uncertainty. Xu et al. (2011) 
reached the same conclusion. They investigated the 
frequency of issuing different types of audit opin-
ions in Australia in the period from 2005 to 2009. 
They conducted the research on a sample of 8,382 
Australian listed companies, which is approximate-
ly 95% of the total number of companies listed on 
the Australian stock exchange during that period. 
The results of their research showed that the fre-
quency of issuing going concern audit opinions 
increased significantly during and after the global 
financial crisis, from 12% in the period from 2005 to 
2007, to 18% and 22% in 2008 and in 2009, respec-
tively. The lack of credit liquidity and a decrease in 
economic activity during the global financial crisis 
significantly increased business risk, which led to 
an increase in uncertainty regarding the ability of 
companies to continue as a going concern, which 
was reflected in audit reports. Circumstances that 
led the auditors to express doubts about the ability 
of companies to continue as a going concern relate 
to the fact that the companies were making a loss or 
a negative operating net cash flow, that they were 
not able to settle their obligations on the due date, 
and that they had limited opportunities to obtain 
additional sources of financing.

Carson et al. (2016) also analyzed trends in audit 
reporting in Australian listed companies, covering 
the period from 2005 to 2013. The research was 
conducted on a sample of 15,855 audit reports. 
Their research showed that in the period from 2005 
to 2007, the percentage of audit reports containing 

a going concern audit opinion was stable at a level 
of around 12%. Most of these reports contain an 
unqualified audit opinion with an emphasis of mat-
ter for the existence of material uncertainty related 
to going concern. In the period from 2008 to 2010, 
the percentage of audit reports relating to going 
concern increased to around 22%, which is a conse-
quence of the impact of the global financial crisis on 
the operations of Australian companies. It is inter-
esting to note the trend of increasing the percentage 
of going concern audit opinions in the period from 
2011 to 2013, with a peak of 33.3% in 2013. The au-
thors hypothesize that the increase in the frequency 
of going concern audit opinions in the period from 
2011 to 2013 is a consequence of the impact of the 
slowdown in Chinese economic growth on the 
Australian economy and the increased scrutiny of 
auditors by regulatory authorities regarding the ap-
plicability of the going concern assumption. Carson 
et al. (2016) also found that a company that received 
a going concern audit opinion in one year is more 
likely to receive the same opinion in the following 
year. They also determined that the rate of compa-
nies that receive a going concern audit opinion and 
continue with business in the following year is at a 
level of 92% to 94%. 

Carson et al. (2016) also found that Australian com-
panies that receive a going concern audit opinion 
are not inclined to audit opinion shopping, that 
is, they do not replace the auditor in search of an 
auditor that will give them a more favorable au-
dit opinion. Namely, the percentage of companies 
that received a going concern audit opinion and 
replaced the auditor in the following year is lower 
compared to companies that did not receive a go-
ing concern audit opinion, but replaced the auditor. 
This is in contrast to the results obtained by Chung 
et al. (2019). Based on a sample of 11,628 US finan-
cially distressed companies, covering the period 
from 2004 to 2012, they found that these compa-
nies successfully engage in audit opinion shopping 
in order to avoid a going concern audit opinion. The 
results of other research studies on this topic are 
not harmonized. For example, Carcello and Neal 
(2003) found that companies tend to replace audi-
tors after receiving an unfavorable audit opinion. 
However, Krishnan (1994) and Krishnan and Ste-
phens (1995) found that companies that replace the 
auditor after receiving an unfavorable audit opinion 
do not receive a more favorable audit opinion by the 
next auditor. This could mean that the replacement 
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of the auditor is not related to audit opinion shop-
ping or that audit opinion shopping has not been 
successfully realized because the next auditor does 
not agree to compromise their independence. In 
contrast to the research mentioned earlier, Lennox 
(2000) found evidence that companies successfully 
use audit opinion shopping.

Successful audit opinion shopping indicates a lack 
of independence of the auditor, which can affect 
audit quality. However, financially distressed com-
panies may have a strong motive to engage in audit 
opinion shopping in order to avoid a going concern 
audit opinion because this type of audit opinion 
can have negative consequences for the company’s 
operations. Menon and Williams (2010) found that 
institutional investors react negatively to the issu-
ance of a going concern audit report. Namely, insti-
tutional investors react to the going concern audi-
tor opinion by reducing their shares in the capital of 
the companies that have received this type of audit 
opinion, thus causing a drop in the stock price of 
these companies. This research has shown that the 
reaction of institutional investors is more negative 
if the inability of the company to settle its obliga-
tions on the due date and problems in obtaining 
additional sources of financing are cited as reasons 
for expressing doubts about the company’s ability 
to continue as a going concern. Geiger and Kumas 
(2018) also determined that after the issuance of a 
going concern audit report, institutional investors 
increase the sale of stocks of the companies that re-
ceived this type of audit report. Chen et al. (2016) 
determined that the going concern audit opinion 
also affects lending conditions. They compared the 
lending conditions in the year after the companies 
received a clean audit opinion and the lending con-
ditions in the year after the companies received a 
going concern audit opinion. They found that in the 
year after the going concern audit report, creditors 
approve a smaller credit limit, with higher interest 
rates and most often with the collateral require-
ment.

And finally, we will mention the results of the re-
search conducted by Vučković-Milutinović (2019). 
All aforementioned research studies were con-
ducted on a sample of companies from developed 
countries. Vučković-Milutinović (2019) investi-
gated the frequency of modified audit opinions, 
including going concern audit opinions, among 
listed companies in Serbia, which is a developing 
country, just like Bosnia and Herzegovina. The re-

search was conducted on a sample of audit reports 
of 112 listed companies that were issued in the pe-
riod from 2015 to 2017. This research showed that 
in the period from 2015 to 2017 the average rate of 
going concern audit reports was 21.4%. The highest 
rate was recorded in 2016, when 27% of companies 
received a going concern audit report. About 2% of 
audit reports contained an unqualified audit opin-
ion with an emphasis of matter for the existence 
of material uncertainty related to going concern, 
approximately 10% of audit reports contained a 
modified audit opinion with an emphasis of matter 
for the existence of material uncertainty related to 
going concern, while in approximately 9% of audit 
reports, the existence of uncertainty related to go-
ing concern was the reason for modifying the au-
dit opinion. Auditors most often expressed doubts 
about a company’s ability to continue as a going 
concern due to factors such as operating at a loss, 
having current liabilities that exceeded current as-
sets, carrying substantial debt, and violating credit 
obligations. 

3.	 Research design

The research was conducted on a sample of com-
panies from Bosnia and Herzegovina listed on the 
Banja Luka Stock Exchange. The initial sample 
consisted of all companies listed on the Banja Luka 
Stock Exchange. Securities on the Banja Luka Stock 
Exchange are included in the official stock market 
and the free market. At the time of data collec-
tion, there were 32 companies on the official stock 
market, while the securities of 422 companies were 
listed on the free market. This means that the initial 
sample consisted of 454 companies.

The research covered a five-year period, from 2017 
to 2021. For 152 companies, audit reports were 
available for all five years under consideration. In 
the case of 302 companies, audit reports for one 
or more years were not available. It was decided 
to include the companies for which audit reports 
were available for three or more years of the period 
considered in the sample. The final sample included 
187 listed companies, or 41.2% of the initial sam-
ple. A total of 886 audit reports were collected. The 
number of audit reports analyzed by year is given 
in Table 1. 



Pobrić, A.: Going concern audit reporting in Bosnia and Herzegovina

397Vol. 37, No. 2 (2024), pp. 393-402

Table 1 Distribution of audit reports analyzed in the period from 2017 to 2021

 2017  2018 2019 2020 2021

Number of companies in the sample 187 187 187 187 187

Number of missing audit reports 8 10 13 7 11

Number of available audit reports 179 177 174 180 176
Source: Author’s calculation

Table 2 shows the structure of the sample accord-
ing to the main industry sectors. As can be seen in 
Table 2, the sample includes companies from 17 dif-
ferent industry sectors. The most represented com-
panies are those involved in water supply, sewerage, 

waste management and environmental remediation 
activities, followed by those that deal with the pro-
cessing industry and those engaged in financial and 
insurance activities.

Table 2 The structure of the sample by main industry sectors

Main industry section No. of 
companies

% of 
companies

A Agriculture, forestry and fishing 8 4.3

B Ore and stone extraction 4 2.1

C Processing industry 28 15.0

D Production and supply of electricity, gas, steam and air conditioning 14 7.5

E Water supply, sewerage, waste management and environmental 
remediation activities 43 23.0

F Construction 8 4.3

G Wholesale and retail trade; repair of motor vehicles and motorcycles 14 7.5

H Transportation and storage 11 5.9

I Accommodation and food preparation and service activities 4 2.1

J Information and communication 3 1.6

K Financial and insurance activities 24 12.8

L Real estate activities 11 5.9

M Professional, scientific and technical activities 10 5.3

N Administrative and support service activities 1 0.5

P Education 1 0.5

Q Health care and social work activities 1 0.5

R Arts, entertainment and recreation 2 1.1

Total 187 100.0
Source: Author’s calculation

Table 3 shows the structure of the sample accord-
ing to ownership. The sample includes both private 
and public enterprises, with a greater representa-

tion of private enterprises. Out of the total number 
of companies that make up the sample, 65.2% are 
privately owned, and 34.8% are publicly owned.
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Table 3 The structure of the sample by ownership of companies

No. of companies % of companies

Private enterprises 122 65.2

Public enterprises 65 34.8

Total 187 100.0
Source: Author’s calculation

All collected audit reports underwent content 
analysis. Content analysis was used according to 
Smith (2003). It is an approach to document and 
text analysis to quantify their content. This re-
search method is commonly used in accounting 
research and has been employed by other authors 
investigating audit reporting (e.g. Carson et al., 
2016; Vučković-Milutinović, 2019). Quantification 
is carried out within predefined categories and in a 
systematic and replicable manner. Content analysis 
was performed to determine whether the audit re-
port contains a going concern audit opinion, which 
events and circumstances were cited as the reason 
for expressing doubt about the company’s ability to 

continue as a going concern, and which audit firm 
performed the audit and issued an audit report. 

4.	 Results

Table 4 shows the percentage share of going con-
cern audit reports of listed companies in Bosnia 
and Herzegovina in the period from 2017 to 2021. 
Out of a total of 886 analyzed audit reports, 170 au-
dit reports contain a going concern audit opinion. 
The average rate of going concern audit reports for 
the period from 2017 to 2021 is 19.2%. Observed by 
year, the rate of going concern audit reports ranges 
from 18.1% to 19.9%.

Table 4 Proportion of going concern audit reports in the period from 2017 to 2021

 2017  2018  2019  2020  2021  Total

Going concern audit reports 19.0% 18.1% 19.0% 19.9% 19.9% 19.2%

Unqualified audit opinion with MURGC 
paragraph 9.5% 10.2% 9.9% 9.4% 11.4% 10.1%

Modified audit opinion with MURGC para-
graph 8.4% 6.8% 8.0% 9.4% 8.5% 8.2%

Modified audit opinion with modification on 
going concern 1.1% 1.1% 1.1% 1.1% 0.0% 0.9%

Other audit reports 81.0% 81.9% 81.0% 80.1% 80.1% 80.8%
Source: Author’s calculation

When it comes to the structure of going concern au-
dit reports, it can be noticed that in the majority of 
cases, auditors only emphasize the matter of material 
uncertainty related to the going concern. In less than 
1% of cases, the existence of material uncertainty re-
lated to the going concern is a reason for modifying 
the audit opinion. On average, approximately 10% of 
audit reports contain an unqualified audit opinion 
with the MURGC paragraph, while approximately 
8% of audit reports contain a modified audit opinion 
with the aforementioned paragraph. In the case of a 
modified audit opinion with the MURGC paragraph, 
the auditor draws the user’s attention to the existence 
of significant doubt about the company’s ability to 

continue as a going concern, while the reason for the 
modification of the audit opinion is something other 
than the existence of the aforementioned doubt.
Table 5 shows how often companies received a go-
ing concern audit opinion in the considered period. 
As can be seen in Table 5, 70% of companies never 
received a going concern audit opinion, while in al-
most 30% of companies, doubts about their ability 
to continue as a going concern were identified at 
least in one year. As many as 8% of companies re-
ceived a going concern audit opinion four times in 
the period of five years, while in 5.3% of companies, 
material uncertainty related to going concern was 
identified in all five years.
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Table 5 Repetition of the audit opinion on going concern in the period from 2017 to 2021

No. of received going concern audit reports No. of companies % of companies

Five 10 5.3

Four 15 8.0

Three 11 5,9

Two 7 3.7

One 13 7.0

Zero 131 70.1

Total 187 100.0
Source: Author’s calculation

Out of the total number of companies that received 
a going concern audit opinion in 2017, 67.6% re-
ceived the same opinion in 2018. In the following 
two years, this rate increased to 75%, while 80.6% 
of the total number of companies that received a 
going concern audit opinion in 2020 received the 
same opinion in 2021.

The question arises as to whether companies with 
identified events and circumstances that cast doubt 
on their ability to continue as a going concern man-
age to maintain business. This especially applies 
to companies that received a going concern audit 

opinion for several consecutive years. Based on the 
information contained in the Register of Business 
Entities, it was determined that all companies that 
received a going concern audit opinion once or 
more than once during the considered period are 
still operating.

Table 6 shows the circumstances that created signif-
icant doubt about the company’s ability to continue 
as a going concern and led the auditors to issue a 
going concern audit opinion. Doubt about the com-
pany’s ability to continue as a going concern can be 
generated by one or more events or circumstances.

Table 6 Circumstances which, individually or collectively, created significant doubts about the 
company’s ability to continue as a going concern

Circumstances No. of going concern 
auditor’s reports

% of going concern 
auditor’s reports

Net liability or net current liability position 135 79.4

The company made a loss 85 50.0

Loss is greater than equity 32 18.8

Adverse key financial ratios 22 12.9

The company does not perform its core activities or has sig-
nificantly reduced the scope of its activities 18 10.6

Inability to pay creditors on due dates 16 9.4

The company achieved a negative operating cash flow 10 5.9
Source: Author’s calculation

As can be seen in Table 6, the circumstances that 
led to doubts about the ability of companies to 
continue as a going concern are predominantly of 
financial nature. In the largest number of cases, al-
most 80%, it was about short-term liabilities being 
greater than current assets. This indicates existing 

or potential problems with the company’s liquidity. 
The next most frequently mentioned circumstance 
is that the company made a loss. This is about the 
fact that the company made a loss in several consec-
utive periods and that the accumulated loss exceeds 
the amount of the variable part of own capital. In 
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almost 19% of cases, the fact that the accumulated 
loss exceeds the amount of own capital is cited as 
the reason for doubting the company’s ability to 
continue as a going concern. This means that the 
company’s liabilities are greater than its assets and 
that the company makes a loss at the expense of 
creditors. In the case of bankruptcy, the company 
will probably not be able to pay off all the obliga-
tions to the creditors. Other circumstances refer to 
negative key financial indicators, most often indi-
cators related to liquidity, then partial or complete 
cessation of the main activity, inability to settle ob-
ligations on the due date, and the realization of a 
negative net operating cash flow.

Some believe that after receiving a going concern 
audit opinion, companies replace the auditor in 
search of an auditor who will give them a more fa-
vorable audit opinion. Table 7 shows the percent-
age of companies that replaced the auditor after 
receiving the going concern audit opinion, as well 
as the percentage of companies that did not receive 
the going concern audit opinion and replaced the 
auditor. In 17.5% of cases, companies replaced the 
auditor after receiving a going concern audit opin-
ion, while in 16.4% of cases, companies replaced the 
auditor even though they did not receive a going 
concern audit opinion.

Table 7 The tendency of companies to replace the auditor after receiving a certain type of audit opinion

% of companies that 
replaced the auditor

% of companies that did 
not replace the auditor

Companies that received a going concern audit opinion 17.5 82.5

Companies that did not receive a going concern audit 
opinion 16.4 83.6

Source: Author’s calculation

If companies in Bosnia and Herzegovina were in-
clined to audit opinion shopping, the percentage of 
companies that replace the auditor after receiving a 
going concern audit report should be much higher 
than the percentage of companies that replace the 
auditor even though they did not receive this type 
of audit opinion. It can be seen in Table 7 that this 
percentage is only slightly higher. This is insufficient 
to claim that there is a tendency of companies to-
ward audit opinion shopping.

5.	 Discussion and conclusion

This research shows that the average rate of going 
concern audit reports in Bosnia and Herzegovina 
for the period from 2017 to 2021 was 19.2%, and 
that this rate, observed by year, was stable even 
though the considered period included two pan-
demic years. In 2020 and 2021, a significant number 
of companies were affected by the coronavirus pan-
demic. Due to the measures implemented to pro-
tect against the coronavirus, some companies had 
to temporarily suspend operations or significantly 
reduce the scope of their activities. Furthermore, 
in some industries, there was a significant drop in 
demand for products and services. All this led to an 
increase in business risk and business uncertainty. 

Previous research has shown that auditors are more 
likely to express a going concern audit opinion in 
a period of increased economic uncertainty (Chef-
fers et al., 2010; Xu et al., 2011), while this research 
shows that an increase in economic uncertainty 
leads to only a slight increase in the rate of going 
concern audit reports.

This research also showed that the majority of go-
ing concern audit reports contain an unqualified 
or modified audit opinion emphasizing the matter 
of material uncertainty regarding going concern, 
while in an extremely small number of audit reports 
the existence of material uncertainty regarding go-
ing concern was the reason to modify the audit 
opinion. Based on this, it can be concluded that 
in the majority of cases, companies have correctly 
reported on the existence of doubts about the com-
pany’s ability to continue as a going concern and the 
events and circumstances that generate this doubt. 
However, based on the information available in the 
audit reports and the company’s financial state-
ments, it cannot be determined whether the com-
panies included the required disclosures in their 
financial reports on their own initiative or did so at 
the auditor’s request to avoid the auditor modify-
ing the audit opinion. Circumstances that most of-
ten created significant doubts about the company’s 
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ability to continue as a going concern refer to the 
fact that the company’s short-term liabilities are 
greater than its current assets, that the company 
makes a loss, and that the loss exceeds the amount 
of own capital.

Carson et al. (2016) determined that a large num-
ber of companies that receive a going concern audit 
opinion in one year receive the same opinion in the 
following year. This research reached the same con-
clusion. The rate of repetition of the going concern 
audit report in the considered period ranged from 
67.6% to 80.6%. Out of the total number of compa-
nies included in the sample, in 13.3% of the com-
panies, material uncertainty related to the going 
concern was identified in four or all five years. De-
spite this, all companies continue to operate, which 
means that the going concern audit opinion cannot 
serve as a predictor of company bankruptcy.

Although Chung et al. (2019) found that companies 
that receive a going concern audit opinion in one 
year replace their auditor in order to avoid receiv-
ing the same audit opinion in the following year 
and thus successfully implement the so-called audit 
opinion shopping, no evidence for this was found 
in this research. The reasons for replacing the au-
ditor can be different. Companies that receive an 
unqualified audit opinion also replace the auditor, 
for objective or subjective reasons. The percentage 
of companies that received a going concern audit 
opinion and replaced the auditor is only slightly 
higher than the percentage of companies that did 
not receive this type of audit opinion, but still chose 
to replace the auditor. This is not enough to claim 
that companies replace the auditor to obtain a more 
favorable audit opinion. There is a possibility that 
companies in Bosnia and Herzegovina will not bear 
the negative consequences of obtaining a going 
concern audit opinion and therefore do not have to 
engage in audit opinion shopping.

When interpreting the results of this research, the 
limitations that existed in the research should be 
taken into account. In order to increase the sam-
ple, companies for which audit reports were not 
available for all years covered by the considered 
period were included in the sample. It is possible 
that companies did not submit audit reports con-
taining an unfavorable audit opinion, including an 
audit opinion on going concern, to the Banja Luka 
Stock Exchange. The problem of missing data was 
particularly pronounced when determining wheth-
er the auditor had been replaced. The lack of an 
audit report for one year leads to the impossibility 
of determining whether there was a replacement 
of auditors in two consecutive years. Furthermore, 
when interpreting the research results, it should be 
borne in mind that issuing a going concern audit 
opinion does not depend only on the existence of 
circumstances that create significant doubt about 
the company’s ability to continue as a going con-
cern, but also on the quality of the audit. Namely, 
the issuance of a going concern audit opinion is 
influenced by the auditor’s ability to identify cir-
cumstances that create significant doubt about the 
company’s ability to continue as a going concern, 
as well as their willingness to request the disclosure 
of information about the existence of these circum-
stances or to modify the auditor’s opinion if the au-
dit client’s management refuses to include the said 
disclosures in the financial statements. On the one 
hand, managers do not like to include unfavorable 
information in financial statements, and on the 
other hand, auditors may abandon their disclosure 
requirements or their intention to modify audit 
opinions in order not to lose a client.

Future research could focus on examining how us-
ers of financial statements react to the issuance of a 
going concern audit opinion and whether this type 
of audit opinion affects the decisions they make.
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Abstract

Purpose: This paper explores the application of sustainable marketing practices in higher education insti-
tutions, focusing in particular on the perspectives and experiences of students as direct users of the service. 
Given that sustainability has become an important issue globally, integration of sustainable principles into 
the marketing strategies of educational institutions becomes imperative. It was found that the existing 
academic literature contains only a very limited number of studies in the area of applying sustainable mar-
keting in public higher education institutions, despite its recognized importance. This study aims to help 
close this gap.

Methodology: Using a quantitative research methodology, including questionnaires, this study examines 
student perceptions and attitudes towards the application of sustainable marketing in higher education, 
focusing on the quality of services. A structural model was tested, the reliability and validity of which had 
been confirmed previously. Partial least squares structural equation modeling (PLS-SEM) was used to ex-
amine the relationships between the constructs.

Results: All direct relationships in the structural model were found to be statistically significant and posi-
tive, confirming the hypothesis that sustainable marketing of a higher education institution has a positive 
impact on the performance of the higher education institution when considering the quality of services.

Conclusion: By highlighting the importance of sustainable marketing in public higher education institu-
tions, this research contributes to the growing sustainability discourse in the academic community and 
provides actionable insights for educational institutions seeking to improve their marketing strategies in 
line with environmental and social responsibility goals.

Keywords: Sustainability, sustainable marketing, higher education institutions, students, performance
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1.	 Introduction

In recent years, the sustainability imperative has 
permeated various sectors, including higher edu-
cation. The importance of sustainable marketing 

in higher education is undisputed. As educational 
institutions that have an impact on society, univer-
sities are responsible for promoting sustainability 
in all areas of their activities and in society in gen-
eral. Despite the increasing importance placed on 
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sustainability in various sectors, there is a notable 
gap in the academic literature regarding the appli-
cation of sustainable marketing practices in public 
higher education institutions. Previous research 
has been recognized mainly in the field of sustain-
ability in education (Casarejos et al., 2017; Aleixo et 
al., 2018; Fuchs et al., 2020; Zhou et al., 2020; Bu-
dihardjo et al., 2021) and the efficiency and qual-
ity of higher education institutions (Barilović et al., 
2013; Štimac, 2013; Degtjarjova et al., 2018; Arbula 
Blecich, 2024). Although the importance of sustain-
able marketing in higher education is recognized in 
theory, there are few empirical studies examining 
its implementation and impact on institutional per-
formance.
Therefore, the research problem addressed in this 
paper focuses on investigating student perceptions 
and attitudes towards sustainable marketing initia-
tives in public higher education institutions, with 
a focus on service quality. By investigating this re-
search problem, the study aims to fill a gap in the 
literature and provide empirical evidence of the 
positive impact of sustainable marketing on the 
performance of higher education institutions from 
a service quality perspective. A central focus of 
this study is to investigate the relationship between 
sustainable marketing and the performance of 
HEIs through service quality from the perspective 
of students as direct users of the service. Through 
the use of a structural model tested for reliability 
and validity, this research aims to provide empiri-
cal evidence of the positive impact of sustainable 
marketing practices on HEI performance metrics, 
particularly in relation to service quality. Students 
represent an important stakeholder group whose 
perceptions and attitudes towards sustainable mar-
keting initiatives can provide valuable insights into 
their effectiveness and impact on the overall suc-
cess of higher education institutions.
This paper contributes to the academic literature by 
expanding the understanding of sustainable mar-
keting in higher education and providing practical 
implications for higher education institutions seek-
ing to improve their marketing strategies in line 
with sustainability principles. The study highlights 
the links between sustainable marketing, student 
perceptions and the performance of higher edu-
cation institutions, and aims to promote positive 
change towards a more sustainable future in public 
higher education institutions. The paper continues 
with a theoretical background of the research topic, 
the research methodology and data analysis, the re-
sults and discussion, and finally the conclusions and 
limitations.

2.	 Theoretical background

Sustainable marketing in higher education encom-
passes a wide range of activities to promote sus-
tainability principles, practices and initiatives in 
academic institutions. This approach recognizes 
the unique position of higher education institutions 
as catalysts for social change and innovation that 
can influence not only their own activities, but also 
broader societal attitudes and behaviors towards 
sustainability. Sustainable marketing in higher edu-
cation recognizes the central role of students as key 
stakeholders in driving sustainability initiatives and 
fostering a culture of sustainability on campus.

2.1	 Sustainable marketing in higher education
Sustainable marketing in higher education is a stra-
tegic approach to promoting sustainability princi-
ples and practices in academic institutions with the 
aim of fostering a more environmentally conscious, 
socially responsible and economically sustainable 
future for all stakeholders (Fuchs et al., 2020; Bu-
dihardjo et al., 2021; Meštrović et al., 2021). The 
concept of sustainability education is based on the 
idea that educational institutions play a crucial role 
in promoting sustainable development and provid-
ing students with the knowledge and skills needed 
to tackle social, environmental and economic 
challenges (Hübscher et al., 2022). Higher educa-
tion institutions use various strategies to engage 
stakeholders and demonstrate their commitment 
to sustainability (Shawe et al., 2019). These include 
integrating sustainability into academic curricula 
across all disciplines, fostering interdisciplinary 
research collaborations on sustainability-related 
topics, and implementing sustainability-oriented 
initiatives in campus operations and facilities man-
agement (Annan-Diab & Molinari, 2017).
The adoption of sustainable marketing practices in 
higher education reflects a broader trend towards 
corporate social responsibility (Arena et al., 2018). 
Higher education institutions are increasingly inte-
grating sustainability considerations into their stra-
tegic plans, governance structures and operational 
activities to address environmental challenges and 
meet stakeholder expectations (Aleixo et al., 2018). 
Sustainable marketing in higher education has 
gained importance in response to global environ-
mental challenges and changing societal expecta-
tions. As institutions of learning and societal im-
pact, higher education institutions have a unique 
opportunity and responsibility to promote the prin-
ciples of sustainability (Casarejos et al., 2017; Zhou 
et al., 2020).
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2.2	 Students as stakeholders
The theoretical background of students as primary 
stakeholders and direct service users in higher edu-
cation institutions is based on stakeholder theory, the 
concept of students as customers and the recognition 
of students as direct service users (Sandmaung & Ba 
Khang, 2013). Students are viewed as primary stake-
holders and direct service users in higher education 
institutions, and their needs and preferences should 
be considered in the design and implementation of 
sustainable initiatives and programs (Pedro et al., 
2020). Higher education institutions are expected to 
put student interests first and design their programs, 
services and policies to meet their diverse needs and 
expectations (Jongbloed et al., 2008).
Students play a diverse role in shaping institutional 
policy, practice and culture. As consumers of edu-
cational services, students influence enrollment 
decisions, tuition revenue, and institutional reputa-
tion (Degtjarjova et al., 2018). Consequently, institu-
tions are expected to adopt a customer-centric ap-
proach and focus on providing high-quality services 
that meet or exceed student expectations (Širola & 
Mihaljević, 2016). This theoretical view emphasizes 
the importance of understanding students’ needs, 
preferences and satisfaction and using this informa-
tion to continuously improve the quality of educa-
tional services (Degtjarjova et al., 2018; Meštrović et 
al., 2021). Research shows that students are increas-
ingly concerned with sustainability issues and expect 
their universities to take a leadership role in this area 
(Lozano et al., 2013). They place importance on en-
vironmental responsibility, social justice and ethical 
leadership when evaluating higher education institu-
tions. Therefore, students’ perceptions, attitudes and 
behaviors regarding sustainability have a significant 

impact on institutional decision-making and strategic 
planning (Degtjarjova et al., 2018; Pedro et al., 2020).

3.	 Methodology 

This section outlines the methodological frame-
work of the empirical study, which is grounded in 
an extensive literature review and prior research on 
the relationship between sustainable marketing—
operationalized as sustainable marketing orienta-
tion—and performance, measured by service qual-
ity in the context of higher education.
The academic marketing literature lacks consensus 
on a widely accepted approach to measuring higher 
education (HE) performance. However, Pearce et 
al. (1987) suggest that subjective measures of public 
organization performance, based on respondents’ 
assessments, can be interpreted as reliable and 
equivalent to objective indicators. In line with this, 
students’ subjective assessments were chosen as a 
non-financial performance indicator, following the 
approach of Teeroovengadum et al. (2016) and Ruiz 
de Sabando et al. (2018) for evaluating a university’s 
service quality.
To achieve empirical objectives of the study, explora-
tory primary research was conducted, building on 
the literature review. This approach is well-suited for 
exploring the attitudes and perceptions of key stake-
holders regarding sustainable marketing in higher 
education institutions. Based on this, the authors pro-
posed a conceptual model illustrated in Figure 1, that 
consists of two constructs: (1) sustainable marketing 
in higher education (SMHE), defined as a multidi-
mensional construct, and (2) performance, assessed 
as service quality (SQ) of a higher education institu-
tion (HEI), treated as a unidimensional construct.

Figure 1 Conceptual model

Source: Authors

The primary quantitative empirical research was conducted using a measurement instrument 

developed by Meštrović et al. (2021) to capture the attitudes and perceptions of key 

stakeholders in higher education—specifically students as direct service users—towards 

sustainable marketing. The instrument for measuring service quality in higher education was 

adapted from the SERVQUAL scale, previously tested by Leko Šimić and Štimac (2013) and 

Barilović et al. (2013). Both instruments utilized a 7-point Likert scale. The research took 

place between 10 and 30 May 2019, using an anonymous online questionnaire via Google 

Forms, with data collected from a convenience sample, supplemented by the snowballing 

technique.

Univariate and multivariate statistical analyses were performed using the Statistical Package 

for Social Sciences (SPSS 24.0) to analyze and organize the collected data. Descriptive 

statistical analysis was employed to characterize the research sample. To examine the 

relationships between the constructs, partial least squares structural equation modeling (PLS-

SEM) was applied using SmartPLS 3.3.3. PLS-SEM, a multivariate method widely used in 

the social sciences (Purwanto & Sudargini, 2021), which integrates factor and regression 

analysis and does not require the assumption of data normality (Hair et al., 2013).

4. Participants and procedure

A total of 1,663 students, as direct users of college services, completed the questionnaire 

across 15 components (i.e., faculties) of the University of Rijeka (UNIRI). The sample 

comprised 1,089 women (66.03%) and 565 men (33.97%), with an average age of 25 years. 

Table 1 presents the distribution of respondents based on the faculty and degree program they 

are enrolled in.

Source: Authors
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The primary quantitative empirical research was 
conducted using a measurement instrument de-
veloped by Meštrović et al. (2021) to capture the 
attitudes and perceptions of key stakeholders in 
higher education—specifically students as direct 
service users—towards sustainable marketing. The 
instrument for measuring service quality in higher 
education was adapted from the SERVQUAL scale, 
previously tested by Leko Šimić and Štimac (2013) 
and Barilović et al. (2013). Both instruments uti-
lized a 7-point Likert scale. The research took place 
between 10 and 30 May 2019, using an anonymous 
online questionnaire via Google Forms, with data 
collected from a convenience sample, supplement-
ed by the snowballing technique.
Univariate and multivariate statistical analyses were 
performed using the Statistical Package for Social Sci-
ences (SPSS 24.0) to analyze and organize the collect-
ed data. Descriptive statistical analysis was employed 

to characterize the research sample. To examine the 
relationships between the constructs, partial least 
squares structural equation modeling (PLS-SEM) was 
applied using SmartPLS 3.3.3. PLS-SEM, a multivari-
ate method widely used in the social sciences (Pur-
wanto & Sudargini, 2021), which integrates factor and 
regression analysis and does not require the assump-
tion of data normality (Hair et al., 2013).

4.	 Participants and procedure

A total of 1,663 students, as direct users of college 
services, completed the questionnaire across 15 
components (i.e., faculties) of the University of Ri-
jeka (UNIRI). The sample comprised 1,089 women 
(66.03%) and 565 men (33.97%), with an average age 
of 25 years. Table 1 presents the distribution of re-
spondents based on the faculty and degree program 
they are enrolled in.

Table 1 Sample - Respondents’ faculty and study program level (n = 1,663)

UNIRI 
Component

Graduate University 
Study and Specialist 

Graduate Professional 
Study - ISCED 7

Integrated 
Undergraduate and 
Graduate University 

Study - ISCED 7

Undergraduate 
University or 

Professional Study (min. 
180 ECTS) - ISCED 6

Undergraduate 
Professional Study 

(less than 180 
ECTS) - ISCED 5

Total Sample 
Share

AARTS 7 (14.90%) 0 (0%) 40 (85.10%) 0 (0%) 47 (2.80%)

BIOTECH 17 (36.20%) 0 (0%) 30 (63.80%) 0 (0%) 47 (2.80%)

CIVILEN 47 (43.90%) 0 (0%) 54 (50.50%) 6 (5.60%) 107 (6.40%)

ECON 1 (33.30%) 0 (0%) 2 (66.70%) 0 (0%) 3 (0.20%)

ENGINEER 111 (48.10%) 0 (0%) 120 (51.90%) 0 (0%) 231 (13.90%)

HEALTH 39 (19.50%) 0 (0%) 161 (80.50%) 0 (0%) 200 (12.00%)

HUMAN 114 (57.60%) 0 (0%) 84 (42.40%) 0 (0%) 198 (11.90%)

INFDT 31 (39.70%) 0 (0%) 47 (60.30%) 0 (0%) 78 (4.70%)

LAW 11 (8.10%) 90 (66.20%) 24 (17.60%) 11 (8.10%) 136 (8.20%)

MARIT 76 (39.60%) 0 (0%) 116 (60.40%) 0 (0%) 192 (11.50%)

MATH 8 (24.20%) 0 (0%) 25 (75.80%) 0 (0%) 33 (2.00%)

MEDIC 5 (1.80%) 211 (76.20%) 61 (22.00%) 0 (0%) 277 (16.70%)

PHYS 12 (35.30%) 1 (2.90%) 21 (61.80%) 0 (0%) 34 (2.00%)

POLY 0 (0%) 1 (3.80%) 25 (96.20%) 0 (0%) 26 (1.60%)

TEACH 14 (25.90%) 13 (24.10%) 27 (50.00%) 0 (0%) 54 (3.20%)

Total 493 (29.60%) 316 (19.00%) 837 (50.30%) 17 (1.00%) 1,663 (100%)

Note: AARTS = Academy of Applied Arts, 	BIOTECH = Faculty of Biotechnology and Drug Development, 
CIVILEN = Faculty of Civil Engineering, ECON = Faculty of Economics and Business, ENGINEER = Fa-
culty of Engineering, HEALTH = Faculty of Health Studies, HUMAN = Faculty of Humanities and Soci-
al Sciences, INFDT = Faculty of Informatics and Digital Technologies, LAW = Faculty of Law, MARIT = Fa-
culty of Maritime Studies, MATH = Faculty of Mathematics, MEDIC = Faculty of Medicine, PHYS = Faculty 
of Physics, POLY = University of Rijeka, Department of Polytechnics, TEACH = Faculty of Teacher Education. 
Source: Authors



Meštrović, D. et al.: Embracing sustainable marketing in higher education viewed through service quality: Students’ perspective

407Vol. 37, No. 2 (2024), pp. 403-418

Considering the characteristics of the proposed 
measurement model, the minimum required sam-
ple size was calculated using the G*Power 3.1.9.7 
application (Faul et al., 2009), based on the guide-
lines of Hair et al. (2013) and Memon et al. (2020). 
With the desired statistical power (1-β = 0.95), ef-
fect size (f² = 0.15), and statistical significance (α = 
0.05) typical in social science research, the mini-
mum required sample size was determined to be 
119 respondents. Kline (2016) notes that for struc-
tural equation modeling, a sample of 100 is small 
but acceptable for simple models, a sample between 
100 and 200 is considered medium, and a sample 
of 200 or more is regarded as large. Therefore, the 
sample of 1,663 respondents was deemed more 
than adequate for PLS-SEM analysis.

Table 2 presents the results of descriptive statisti-
cal analysis of the Sustainable Marketing in Higher 
Education (SMHE) construct, which is measured by 
three dimensions: (1) Sustainable Marketing Activi-
ties (SMA), (2) Promotion and Education for Sustain-
able Development (PESD), and (3) Implementation 
Benefits (IB). The IB dimension received the high-

est mean score (𝑥̅ = 5.64, σ = 1.109), while the SMA 
dimension had the lowest mean score (𝑥̅ = 5.15, σ = 
1.001). The PESD dimension was rated with a mean 
score of 5.48 (σ = 1.211).

Within the IB dimension, the highest rated item was 
IB7, “Increasing the visibility of the higher education 
institution” (𝑥̅ = 5.84, σ = 1.319), while the lowest 
rated item was IB3, “Creating added value for users 
while considering the long-term interests of society 
and the environment” (𝑥̅ = 5.42, σ = 1.419). For the 
PESD dimension, the highest rated item was PESD1, 
“Improving the overall quality of the higher education 
system” (𝑥̅ = 5.82, σ = 1.282), while the lowest rated 
was PESD3, “Implementation of study programs in 
sustainable development” (𝑥̅ = 5.18, σ = 1.603).

In the SMA dimension, the highest rated item was 
SMA5, “Partnership with the local community” (𝑥̅ 
= 5.51, σ = 1.213), while the lowest rated was SMA9, 
“Regularly considering the impact of business de-
cisions on various stakeholders (e.g., employers, 
students, parents, employees, higher education 
institutions), natural and financial resources, and 
society at large” (𝑥̅ = 4.52, σ = 1.441).

Table 2 Descriptive statistical analysis of the SMHE construct

Code Item Mean SD

Sustainable Marketing Activities (SMA)

SMA1 Adjusting business processes to laws and legal regulations while striv-
ing to achieve own business goals 4.64 1.327

SMA2 Concern about environmental and societal long-term benefits while 
striving to achieve own business goals 5.18 1.264

SMA3 Dialogue with key stakeholders (e.g., employers, students, prospective 
students, parents, employees, institutions, ministries, society at large) 5.20 1.303

SMA4 Partnership with regional and local government bodies 5.22 1.239
SMA5 Partnership with the local community 5.51 1.213
SMA6 Partnership with economic entities 5.17 1.244
SMA7 Partnership with competitors 5.10 1.461

SMA8 Concern about all employees while striving to achieve own business 
goals 5.27 1.281

SMA9 Considering impacts of business decisions on stakeholders (e.g., stu-
dents, employees, institutions, society at large) 4.52 1.441

SMA10 Increasing the application of modern ICT in business processes and 
teaching methods 5.41 1.286

SMA11 Increasing availability of formal, informal, and non-formal education 
to all stakeholders 4.94 1.436
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Code Item Mean SD

SMA12 Anticipating and respecting the needs of the broader community and 
future generations 5.32 1.263

SMA13 Transparency and availability of data on contributions to society and 
efforts to reduce environmental impact 5.11 1.371

SMA14 Acceptance and application of sustainable development principles as 
part of business culture 5.27 1.319

SMA15 Promoting new ideas that contribute to sustainability as a lifestyle and 
business philosophy 5.35 1.327

Implementation Benefits (IB)

IB1 Creating societal change 5.60 1.289
IB2 Rationalizing resource usage 5.68 1.312

IB3 Creating added value for users while considering long-term societal 
and environmental interests 5.42 1.419

IB4 Adapting and/or creating new study programs 5.70 1.253
IB5 Increasing loyalty and satisfaction of users and stakeholders 5.51 1.414
IB6 Increasing study success 5.57 1.352
IB7 Increasing the visibility of the higher education institution 5.84 1.319
IB8 Intensifying internal and external mobility of students and employees 5.79 1.282

IB9 Increasing ethics, morality, and transparency in procurement and do-
nations 5.80 1.248

IB10 Education for sustainable development 5.54 1.531
IB11 Creating benefits for all stakeholders and wider society 5.68 1.403
IB12 Achieving competitive advantage 5.56 1.467
IB13 Achieving environmental, societal, and economic goals simultaneously 5.68 1.342
Promotion and Education for Sustainable Development (PESD)

PESD1 Improving the overall quality of the higher education system 5.82 1.282

PESD2 Enhancing continuous professional development and training of higher 
education employees 5.71 1.361

PESD3 Implementing study programs in sustainable development 5.18 1.603
PESD4 Offering elective courses in sustainable development 5.37 1.412
PESD5 Reporting efforts and achievements related to sustainable development 5.29 1.405

PESD6 Promoting sustainable development principles through business prac-
tices 5.53 1.424

Note: SD = standard deviation. 
Source: Authors

The descriptive statistical analysis results of the 
Service Quality (SQ) construct are shown in Table 
3. 
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Table 3 Descriptive statistical analysis of the SQ construct

Code Item Mean SD

Service Quality (SQ)
SQ1 Organization of studies 3.71 1.717
SQ2 Acquired knowledge meets expectations 3.90 1.751
SQ3 Usefulness of the acquired knowledge 4.52 1.774
SQ4 Social necessity of the acquired knowledge 4.84 1.649
SQ5 Quality of the study program 3.86 1.898

SQ6 The knowledge and skills acquired during the study program will help 
me find a new job or get promotion in my current position 4.86 1.399

SQ7 The skills acquired during the study program will significantly impact 
the efficiency and success of my future work 5.28 1.724

SQ8 The study program enables personal development 4.19 1.815

SQ9 The available resources (space, facilities, literature, technical equip-
ment) meet student needs 4.57 1.935

SQ10 Performance/efficiency of the teaching staff 4.53 1.960
SQ11 Performance/efficiency of the administrative staff 4.53 2.096
SQ12 Teaching staff knowledge, experience, and skills 3.72 2.000
SQ13 Administrative staff knowledge, experience, and skills 4.24 1.768
SQ14 Courtesy of the teaching staff 4.78 1.583
SQ15 Courtesy of the administrative staff 4.44 1.551
SQ16 Reputation/credibility of the teaching staff 4.52 1.972
SQ17 Reasonable working hours 5.36 1.563
SQ18 Convenient class schedule 3.37 1.983
SQ19 Reputation of the study program in the local community 4.90 1.946

Note: SD = standard deviation. 
Source: Authors

As presented in Table 3, the highest rated item with-
in the SQ construct was SQ17, “Reasonable working 
hours” (𝑥̅ = 5.36, σ = 1.563), followed by SQ7, “The 
skills acquired during the study program will signifi-
cantly impact the efficiency and success of my future 
work” (𝑥̅ = 5.28, σ = 1.724). On the other hand, the 
items with the lowest mean scores were SQ1, “Or-
ganization of studies” (𝑥̅ = 3.71, σ = 1.717), and SQ18, 
“Convenient class schedule” (𝑥̅ = 3.37, σ = 1.983).
The calculated Cronbach’s alpha values for the 
measurement scales were as follows: 0.938 for 
SMA, 0.958 for IB, 0.926 for PESD, and 0.939 for 
the SQ construct. Additionally, all calculated corre-
lations with the associated constructs exceeded the 
threshold of 0.30 (Hair et al., 2013), confirming the 
reliability of the measurement scales and the inter-
nal consistency of the constructs.

5.	 Results 

Following the recommendations of Hair et al. 
(2013), Confirmatory Factor Analysis (CFA) was 

conducted before developing the structural model 
SMHE-SQ, as shown in Figure 2. This model out-
lines the relationship between SMHE and SQ, with 
SMHE defined as an exogenous higher-order con-
struct composed of three lower-order constructs: 
(1) SMA, (2) PESD, and (3) IB, and SQ as the en-
dogenous latent construct. The SMHE higher-order 
construct was modeled as a reflective-formative 
Type II construct (Jarvis et al., 2003; Sarstedt et al., 
2019).

In line with the recommendations of Sarstedt et 
al. (2019) and Hair et al. (2020), the evaluation of 
the higher-order constructs was performed using 
the PLS-SEM method with a two-stage approach. 
This method allows for different numbers of indi-
cators across lower-order constructs (Becker et al., 
2012). The first stage involved assessing the reflec-
tive measurement model of the lower-order con-
structs, followed by the evaluation of the struc-
tural model.
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Figure 2 Structural and measurement model SMHE-SQ

Source: Authors

This section of the paper presents the results of 
both the outer (measurement) model evaluation 
and the inner (structural) model evaluation. The 
higher-order exogenous construct, SMHE (reflec-
tive-formative Type II), comprising three lower-or-
der reflective constructs (SMA, PESD, IB), and the 
endogenous construct, SQ, determined by reflec-
tive variables, were analyzed using the PLS-SEM 
method. Following Hair et al. (2013), which recom-
mends this approach for models with higher-order 
constructs, the path weighting scheme was applied 
with the “A” setting for formative construct indi-
cator weighting. This approach allows for a maxi-
mum of 300 iterations with a stop criterion of 10^-7 
(Becker et al., 2012).

The evaluation of the reflective measurement mod-
el included assessing indicator reliability, internal 
consistency, as well as discriminant and convergent 
validity, following the guidelines of Sarstedt et al. 
(2019) and Hair et al. (2020). All indicators in the 
SMHE-SQ model had standardized factor loadings 
above the 0.70 threshold (Hair et al., 2019), except 
for SMA1, SMA15, IB10, IB12, and PESD1, which 
were removed. However, the removal of SMA3, 
SMA10, SQ6, and SQ7, which also had loadings 
below 0.70, did not result in the expected improve-
ment in composite reliability (CR) and average vari-
ance extracted (AVE) values, so they were retained 
for further analysis.
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Table 4 Reflective measurement model reliability, internal consistency and validity analysis

Construct Item Standardized factor loading Cronbach α Rho_A CR AVE

SMA

SMA10 0.673

0.940 0.943 0.947 0.581

SMA11 0.729
SMA12 0.832
SMA13 0.808
SMA14 0.768
SMA2 0.799
SMA3 0.669
SMA4 0.809
SMA5 0.772
SMA6 0.806
SMA7 0.719
SMA8 0.776
SMA9 0.725

IB

IB1 0.760

0.921 0.923 0.939 0.718

IB11 0.823
IB13 0.886
IB2 0.782
IB3 0.805
IB4 0.820
IB5 0.849
IB6 0.800
IB7 0.860
IB8 0.812
IB9 0.835

PESD

PESD2 0.856

0.918 0.927 0.939 0.755
PESD3 0.774
PESD4 0.886
PESD5 0.920
PESD6 0.901

SQ

SQ1 0.752

0.946 0.950 0.952 0.573

SQ10 0.807
SQ11 0.791
SQ12 0.653
SQ13 0.695
SQ14 0.782
SQ15 0.757
SQ2 0.830
SQ3 0.803
SQ4 0.689
SQ5 0.815
SQ6 0.641
SQ7 0.640
SQ8 0.814
SQ9 0.797

Note: Removed items SMA1, SMA15, IB10, IB12, PESD1. 
Source: Authors
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As shown in Table 4, the standardized factor load-
ings for all variables in the reflective SMHE-SQ 
model ranged from 0.640 to 0.920, while the Cron-
bach’s alpha coefficients, ranging from 0.918 to 
0.946, indicated a high level of reliability for the 
latent construct measures. The Rho_A coefficients, 
ranging from 0.923 to 0.950, further confirmed the 
stability and consistency of the model. Additionally, 
Composite Reliability (CR) values between 0.939 
and 0.952 verified the reliability of the indicators, 
while Average Variance Extracted (AVE) values, all 
exceeding the 0.50 threshold (ranging from 0.573 
to 0.755), confirmed the internal consistency and 

convergent validity of the SMHE-SQ model. These 
findings satisfied the necessary criteria for both 
validity and reliability across all constructs in the 
outer measurement model (Hair et al., 2019).

Furthermore, discriminant validity of the meas-
urement model was assessed following Hense-
ler et al. (2015) and Hair et al. (2020), using three 
methods: (1) standardized cross-loadings, (2) the 
Fornell-Larcker criterion, and (3) the Heterotrait-
Monotrait ratio (HTMT). The first criterion for dis-
criminant validity was satisfied as all outer factor 
cross-loadings were greater than their loadings on 
other indicators, as highlighted in bold in Table 5.

Table 5 Standardized cross-loadings of items of the reflective measurement model

Item/Construct SMA IB PESD SQ
SMA10 0.673 0.435 0.276 0.250

SMA11 0.729 0.336 0.264 0.265

SMA12 0.832 0.543 0.389 0.224

SMA13 0.808 0.597 0.456 0.272

SMA14 0.768 0.470 0.277 0.127

SMA2 0.799 0.624 0.568 0.276

SMA3 0.669 0.522 0.393 0.204

SMA4 0.809 0.627 0.613 0.345

SMA5 0.772 0.565 0.496 0.209

SMA6 0.806 0.582 0.620 0.379

SMA7 0.719 0.364 0.239 0.158

SMA8 0.776 0.437 0.355 0.276

SMA9 0.725 0.412 0.372 0.260

IB1 0.671 0.760 0.563 0.246

IB11 0.492 0.823 0.777 0.426

IB13 0.603 0.886 0.812 0.340

IB2 0.490 0.782 0.593 0.219

IB3 0.512 0.805 0.619 0.254

IB4 0.580 0.820 0.614 0.230

IB5 0.577 0.849 0.708 0.337

IB6 0.508 0.800 0.614 0.146

IB7 0.550 0.860 0.730 0.377

IB8 0.520 0.812 0.623 0.133
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Item/Construct SMA IB PESD SQ
IB9 0.547 0.835 0.659 0.216

PESD2 0.528 0.812 0.856 0.431

PESD3 0.377 0.546 0.774 0.190

PESD4 0.449 0.609 0.886 0.380

PESD5 0.513 0.743 0.920 0.327

PESD6 0.525 0.781 0.901 0.458

SQ1 0.273 0.129 0.264 0.752

SQ10 0.207 0.202 0.336 0.807

SQ11 0.151 0.246 0.421 0.791

SQ12 0.147 0.022 0.142 0.653

SQ13 0.262 0.171 0.265 0.695

SQ14 0.309 0.334 0.359 0.782

SQ15 0.348 0.332 0.339 0.757

SQ2 0.256 0.147 0.290 0.830

SQ3 0.174 0.273 0.408 0.803

SQ4 0.308 0.353 0.278 0.689

SQ5 0.204 0.103 0.215 0.815

SQ6 0.258 0.212 0.167 0.641

SQ7 0.258 0.348 0.379 0.640

SQ8 0.210 0.194 0.277 0.814

SQ9 0.199 0.221 0.374 0.797
Source: Authors

The second discriminant validity criterion – For-
nell-Larcker criterion, was also confirmed, as 
shown in Table 6, since all the dimensions’ calcu-

lated square root AVE values are greater than its 
correlations with other model’s dimensions. 

Table 6 Reflective measurement model discriminant validity - Fornell-Larcker criterion

SMA IB SQ PESD

SMA 0.762

IB 0.632 0.847

SQ 0.328 0.300 0.757

PESD 0.553 0.766 0.417 0.869

Source: Authors

As shown in Table 7, all calculated HTMT values 
were lower than the threshold of 0.90, thus con-

firming the third discriminant validity criterion ac-
cording to Henseler et al. (2015).
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Table 7 Reflective measurement model discriminant validity - HTMT ratio of correlations

SMA IB SQ PESD
SMA
IB 0.670
SQ 0.330 0.305
PESD 0.574 0.820 0.420

Source: Authors

Finally, all calculated reflective model’s path coef-
ficients were found to be statistically significant 
and positive, while SMA had the highest calculated 
statistically positive relationship with SMHE (β 

= 0.565), as shown in Table 8, while the effects of 
lower construct weight values on higher value con-
struct SMHE are shown in Table 9. 

Table 8 Reflective measurement model path coefficients

Path coefficient SD t p
SMA → SMHE 0.565 0.008 72.162 0.000
IB → SMHE 0.307 0.005 61.441 0.000
PESD → SMHE 0.269 0.006 41.801 0.000

Source: Authors

Table 9 Reflective measurement model lower construct weight value effects on the higher value con-
struct

Higher-order construct Lower-order construct Weight value t-value p-value

SMHE
SMA 0.352 31.214 0.000
IB 0.329 30.115 0.000
PESD 0.459 33.932 0.000

Source: Authors

The calculated weight values for all lower-order 
constructs were statistically significant at the 1% 
level (p < 0.01), thereby confirming the third cri-
terion for discriminant validity. This indicates that 
SMHE in the proposed conceptual model can be 
composed of three dimensions (SMA, IB, and 
PESD), with PESD being the most significant, with 
a weight value of 0.459. Discriminant validity of 
the higher-order formative construct was assessed 
through the correlation between the constructs, 
with the calculated correlation value of 0.406, well 
below the threshold of 0.7, confirming its discrimi-
nant validity.
The evaluation of the inner (formative) structural 
model involved assessing the relationships between 
the constructs and the model predictive capability 
(Hair et al., 2013). This included the following: (1) 
estimating indicator collinearity by checking the 
variance inflation factors (VIF) of the latent con-
structs, (2) testing the significance and relevance of 
structural model relationships by calculating path 

coefficients, which represent the hypothesized rela-
tionships, using a nonparametric resampling meth-
od, (3) assessing predictive significance through the 
coefficient of determination (R²), evaluating effect 
size using the coefficient of influence (f²), and cal-
culating the blindfolding-based cross-validated 
redundancy measure (Q²), and (4) evaluating the 
structural model quality using the standardized 
root mean square residual (SRMR).
For the first evaluation criterion, collinearity was 
assessed by examining the VIF values of the latent 
constructs in the SMHE-SQ model (Figure 3), which 
resulted in a VIF value of 1.000, confirming no col-
linearity between the constructs (Hair et al., 2013).
The significance and relevance of the structural 
model relationship between SMHE and SQ were 
evaluated by calculating the path coefficient rep-
resenting the hypothesized relationship (H1). As 
shown in Table 10, the results indicated that at a 
5% significance level, the calculated t-value (22.335) 
exceeded the threshold of 1.96. This confirmed that 
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the relationship between SMHE and SQ in the SM-
HE-SQ structural model is both statistically signifi-

cant and positive, thereby supporting the proposed 
hypothesis.

Table 10 Hypothesis testing - examining the direct relationship in structural model SMHE-SQ

Hypothesis Original 
sample β t - value p - value 95% confidence 

interval confirmation

H1 SMHE → SQ 0.406 22.335 0.000 0.372 – 0.443 +
Source: Authors

As shown in Table 10, the proposed hypothesis 
H1—“Sustainable marketing statistically signifi-
cantly, directly, and positively impacts perfor-
mance, assessed as higher education institution 
service quality” (ß = 0.406, t-value = 22.335, p-value 
= 0.000)—was confirmed. The empirical relation-
ship between the constructs in the proposed model 
was statistically significant at the 5% level (p < 0.05) 
and strong, with a 95% confidence interval for the 
population estimate ranging from 0.372 to 0.443.

Predictive significance, the second criterion for 
evaluating the structural model, was assessed by 
calculating the coefficient of determination (R²), the 
effect size (f²), and the cross-validated redundancy 
measure (Q²). The R² values for the dependent con-
structs were derived using the corresponding path 
coefficients and standardized factor loadings for 
the reflective construct SQ, along with the weight-
ing values for the higher-order formative construct 
SMHE.

Figure 3 Structural model SMHE-SQ

Source: Authors
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Figure 3 shows that, according to Ritchey (2008, cited 
in Figueroa-García et al., 2018), the calculated R² val-
ue for the dependent variable SQ (R² = 0.165), though 
relatively low, falls within an acceptable range. This 
indicates that the SMHE-SQ model explains 16.5% 
of the variance in the dependent construct SQ. The 
calculated effect size (f²) for the SMHE-SQ structural 
model was 0.198, which represents a moderate influ-
ence of the exogenous latent construct SMHE on the 
endogenous variable SQ, based on Hair et al. (2013).

The Stone-Geisser coefficient (Q²) for the endog-
enous construct SQ was 0.495, which is greater than 
zero, confirming the predictive relevance of the SM-
HE-SQ model, as suggested by Hair et al. (2019).

Finally, the overall quality of the model was evalu-
ated using the standardized root mean square resid-
ual (SRMR). Since the recommended threshold for 
SRMR is below 0.10 (Garson, 2016), the obtained 
value of 0.085 indicates an acceptable quality level 
for the proposed SMHE-SQ structural model.

6.	Conclusion 

This paper highlights the importance of sustainable 
marketing in higher education, focusing specifically 
on students as key stakeholders. Sustainable mar-
keting is a function of sustainable economic devel-
opment, which is basically a management tool. As 
a business and management function, marketing 
should help to improve the management processes 
of organizations by aligning products and services 
with the needs of target markets, future generations 
and society as a whole.

The main findings of this research are reflected 
in the answers to the research questions obtained 
based on the results of the research conducted on 
a sample of 1,663 students from the University of 
Rijeka. By applying the PLS-SEM method, which 
is suitable for testing new research theories, with 
the aim of further developing the existing theoreti-
cal framework using structural models that include 
one or more formative constructs and their rela-
tionships (Hair et al., 2019). A structural model of 
the relationship between sustainable marketing and 
business success was developed and tested. After 
analysis, all direct relationships in the structural 
model were found to be statistically significant and 

positive, confirming the hypothesis: Sustainable 
marketing of a university has a positive and statis-
tically significant effect on university performance, 
seen as service quality (ß = 0.406, t-value = 22.335, 
p = 0.000), with the empirical relationship between 
the two observed constructs being statistically sig-
nificant and strong at the p < 0.05 level, with a pop-
ulation estimation interval of 0.372 to 0.443 at the 
95% confidence level. A model of sustainable mar-
keting of HEIs was developed and tested, which can 
serve as a stimulus or starting point for HEI man-
agers to evaluate and improve existing measures or 
identify specific groups of key activities and appro-
priate ways to implement sustainable marketing. By 
understanding student perceptions, attitudes and 
behaviors regarding sustainable marketing, HEIs 
can develop more effective strategies that align with 
student values and contribute to the promotion of 
sustainability goals.

This research has certain limitations that do not 
diminish the significance of the findings and con-
clusions if interpreted appropriately, while provid-
ing opportunities for improvement in future re-
search. Empirical research has shortcomings and 
limitations related to the research approach, the 
research process and the processing and analysis 
of data collected with regard to the application of 
the quantitative approach. The conducted research 
has limitations related to its implementation at only 
one public university and the inability to compare 
it with related previous research, as it primarily fo-
cuses on the profit sector and mostly covers only 
one of the three dimensions of sustainable devel-
opment. Since the research results based on the 
proposed model are not considered in a temporal 
perspective, but exclusively in the context of the 
given situation, and sustainable marketing neces-
sarily involves a long-term perspective, it is neces-
sary to consider it appropriately in the future and 
examine the impact of sustainable marketing on the 
performance of HEIs over certain periods of time 
(longitudinal research).
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Abstract

Purpose: This paper gives a systematic literature review of the research field of institutions and economic 
growth. The goal of the paper is to provide information on predominant trends in publishing studies, pre-
vailing sentiments on the role of institutions, and emerging themes in the field, to identify gaps in the exist-
ing literature and possible avenues for further research.

Methodology: The study systematically reviews papers on institutions and economic growth from the Sco-
pus database following the PRISMA protocol. The research uses descriptive analysis (annual distribution 
of articles, frequently referenced papers, central and emerging topics), sentiment analysis, and keyword 
co-occurrence network analysis.

Results: A total number of 78 papers published between 2006 and 2023 were analysed. The results suggest 
a growing interest in the subject, encompassing topics such as governance, human capital, trade openness, 
and the resource curse. Sentiment analysis suggests that most of the literature is optimistic about the im-
pact of institutions on fostering economic growth. Keyword analysis indicates that institutions, governance, 
and economic growth remain key areas of interest, with increasing emphasis on region-specific research 
and empirical approaches.

Conclusion: The prevailing research indicates that quality institutions play a crucial role in economic 
growth, enhancing the impact of other factors like financial development, trade openness, and human capi-
tal. The review underscores the pivotal role of institutions in sustaining long-term economic progress and 
suggests further exploration of less researched areas, such as regional development and entrepreneurship, 
and the utilisation of additional scientific databases to deepen our comprehension of institutional dynam-
ics. 

Keywords: Economic growth, institutions, systematic literature review
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1.	 Introduction

Three main theories explain how economies grow: 
the neo-Keynesian Harrod-Domar theory, the neo-
classical Solow theory, and the new growth theories 
created by Paul Romer (Romer, 1986; 1990) and 
Robert Lucas. These theories and models suggest that 
savings, investment, overall productivity, technology, 
knowledge, and innovation can help explain develop-
ment differences among countries.

One theory, the geography hypothesis, proposes that 
geography, culture, and beliefs influence a country’s 
development. Another hypothesis, overlooked for a 
long time, is the impact of institutions on economic 
growth. The emergence of New Institutional Eco-
nomics and the work of Douglass North (North, 
1987; 1989; 1990) highlights the crucial role of in-
stitutions in economic growth. North defines institu-
tions as the “rules of the game in a society that govern 
or regulate interpersonal relationships”. Institutions 
determine economic incentives and resource distri-
bution in a society. Well-designed institutions reduce 
uncertainty and increase incentives for investment 
and economic activity, enhancing economic growth 
and development.

Dani Rodrik (Rodrik, 2000; 2007) emphasises the 
interconnectedness of economic and political insti-
tutions, highlighting the crucial role of governance 
quality in upholding economic growth. He asserts 
that while economic institutions, such as property 
rights and regulatory frameworks, are vital, they must 
be underpinned by political institutions that foster 
transparency and accountability, mitigating the risks 
of political instability or corruption that can hinder 
progress. For example, countries with democratic in-
stitutions generally experience more substantial eco-
nomic growth over time, as political competition and 
oversight contribute to transparent and accountable 
governance (Rodrik et al., 2004).

Drawing on the pivotal contributions of North and 
Rodrik, contemporary research has increasingly 
emphasised the important role of institutions. Insti-
tutions, whether formal or informal, not only shape 
the legal and regulatory framework for economic 
activities but also influence the broader economic 
landscape, by impacting social trust, political sta-
bility and governance. Recent empirical studies 
in New Institutional Economics indicate that na-
tions with stronger institutions tend to experience 
higher levels of foreign investment, more extensive 
technological diffusion, and enhanced rates of eco-

nomic growth (Acemoglu et al., 2001; La Porta et 
al., 1999).

Researchers often consider various institutional di-
mensions, including property rights, regulatory ef-
ficiency, the rule of law, and control of corruption. 
Strong property rights enforcement, for example, cre-
ates a secure investment environment, encouraging 
domestic and foreign capital inflows. Similarly, effi-
cient regulation can foster entrepreneurial activity by 
reducing business costs or hinder it through excessive 
bureaucracy and red tape (Knack & Keefer, 1995). 
A crucial aspect of the institutional framework is the 
role of governance in mediating the relationship be-
tween institutions and economic growth. Research in-
dicates that better governance leads to more efficient 
public service delivery, reduced levels of corruption, 
and increases investor confidence, all of which en-
hance economic outcomes (Kaufmann et al., 2009). 
Another aspect is the influence of historical factors 
on institutional development. North (1990) stresses 
that institutional change tends to be gradual, as socie-
ties are bound by their past decisions. Acemoglu and 
Robinson (2012) further contend that inclusive insti-
tutions, fostering broad participation in economic and 
political activities, are more conducive to long-term 
economic growth than extractive institutions that cen-
tralise power and wealth in the hands of a few.

Given the complex nature of institutions and their 
impact on economic growth, this paper takes a com-
prehensive approach to examining the literature 
on institutions and economic growth. Bibliometric 
analysis through a systematic literature review aims 
to describe how the research field has evolved, iden-
tify significant trends, and uncover new themes in the 
field. More specifically, this study aims to address the 
following research questions:

RQ1. What are the bibliometric trends in the research 
of institutions and economic growth, including the 
volume of published papers over time and the top 10 
most cited papers?

RQ2. How are the sentiments in the literature on in-
stitutions and economic growth distributed, and what 
does this indicate about the tone and impact of institu-
tions on economic growth?

RQ3. What are the primary themes and emerging 
research focal points in institutions and economic 
growth? 

In order to address these research questions, we uti-
lised the Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses (PRISMA) protocol to 
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identify, screen, and assess the eligibility of 78 arti-
cles sourced from the Scopus database. Initially, we 
conducted an extensive search using pertinent key-
words related to institutions and economic growth, 
ensuring comprehensive coverage of articles on this 
topic. Following the compilation of the initial pool 
of studies, we applied the PRISMA screening pro-
cess, which encompassed the phases of identification, 
screening, eligibility, and inclusion. These steps were 
essential for refining the pool of studies directly per-
tinent to our research focus. Subsequently, we con-
ducted descriptive analysis, sentiment analysis, and 
keyword analysis.

Regarding the first research question, a descriptive 
analysis of the dynamics of published articles seeks 
to uncover significant trends in the publication of 
research on institutions and economic growth and 
determine whether there has been a rise or fall in aca-
demic interest in this area. Moreover, by identifying 
the top 10 most-cited papers, the study will shed light 
on the research that has had the most profound impact 
on academic discussions. 

Addressing the second research question, we use sen-
timent analysis to examine the distribution of senti-
ments (positive, neutral or negative) in the abstracts 
of the reviewed literature. The study anticipates that 
the tone of the literature will reflect the prevailing 
perspectives on whether institutions contribute to or 
impede economic growth. Reflecting on existing lit-
erature, we expect a larger inclination towards a posi-
tive sentiment.

The third research question addresses the structure of 
the focus of studies in the field. By analysing key-
word co-occurrence and utilising network, overlay, 
and density visualisation techniques, the study aims 
to identify clusters of related topics, revealing the 
main research themes and emerging trends within the 
field that have gained prominence in recent years. 

The findings will contribute to a deeper comprehen-
sion of the existing research on the role of institutions 
on economic growth. The outcomes will offer schol-
ars and researchers clear insight into the evolution 
and advancement of the field, pinpointing where sig-
nificant contributions have been made and identifying 
the interconnectedness of concepts and the prevailing 
sentiment towards the role of institutions in economic 
growth. This knowledge will aid in determining po-
tential avenues for future research. Understanding the 
persistent and emerging trends in the literature can in-
form strategic decisions and enhance evidence-based 

decision-making regarding institutional reforms, in-
vestment policies, and governance frameworks for 
governments and businesses, ensuring that their ef-
forts align with global best practices and the latest 
research. For policymakers and government officials, 
understanding whether the academic literature pre-
dominantly reflects a positive or negative sentiment 
towards institutions could guide future reforms. For 
instance, a predominantly positive tone may indicate 
that institutional reforms have been largely effective 
and should be continued or expanded. Conversely, a 
negative tone could indicate the need for more fun-
damental changes or interventions to address institu-
tional shortcomings. 

This paper is organised into several sections. The In-
troduction delves into the theoretical background and 
research questions. Section 2 reviews the relevant 
empirical literature on the relationship between insti-
tutions and economic growth. Section 3 explains the 
methodology employed in the systematic literature 
review. Section 4 encompasses descriptive analysis, 
sentiment analysis and keyword analysis results and 
discussion. Finally, Section 5 provides concluding re-
marks and directions for further research. 

2.	 Empirical background

The impact of institutions on economic growth has 
been extensively studied in empirical research. 
Many studies focus on the direct influence of qual-
ity institutions on economic efficiency through re-
ducing transaction costs, protecting property rights, 
and maintaining law and order. These are vital fac-
tors for stimulating investment and innovation for 
driving economic growth. However, other research 
shows that high-quality institutions also affect eco-
nomic growth indirectly, for example by amplifying 
the benefits of infrastructure, technology, and foreign 
investment.

Despite this research, most analyses only examine the 
macroeconomic level, neglecting the microeconomic 
aspects crucial for understanding how institutions 
impact individual decision-making, entrepreneur-
ship, and business operations. Furthermore, the rela-
tionship between institutional quality and economic 
outcomes is complex and context-dependent, making 
it difficult to draw definitive conclusions. While in-
stitutions generally have a positive long-term impact 
on economic growth, their short-term effects are still 
subject to debate, suggesting the need for further re-
search. Interestingly, resource-rich countries benefit 
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more from quality institutions, while those with few-
er resources and weaker institutions face significant 
economic challenges.

Institutions play a significant role in shaping a coun-
try’s long-term and short-term economic growth. 
Institutions’ impact can be positive and negative, 
depending on how they are structured and managed. 
In general, and in most of the papers we reviewed, 
the institutions’ impacts on economic growth are 
positive. Countries with stable, transparent, and ac-
countable institutions tend to have better long-term 
economic growth. These institutions create a favour-
able environment for businesses and attract invest-
ment. Education and human capital development also 
contribute to sustained economic growth by provid-
ing individuals with the skills and knowledge needed 
for a modern workforce.

It has been observed that favourable institutions play 
a crucial role in promoting economic growth. The in-
dices associated with institutional and policy rents are 
more significant than those focusing on curbing polit-
ical rents and reducing transaction risks, particularly 
in developing countries. Additionally, there are posi-
tive complementarities between the indices related to 
political rents and those associated with risk-reducing 
technologies. These findings highlight the importance 
of creating and maintaining favourable institutions 
and policies to foster economic growth and develop-
ment (Siddiqui & Ahmed, 2013).

The type of growth regime an economy belongs to is 
largely determined by its political institutions. Eco-
nomic institutions, on the other hand, have a direct 
effect on growth rates within each regime. It can be 
said that political institutions act as a foundation for 
growth, providing a framework in which economic 
institutions and other standard factors can operate. 
This clarifies that effective political institutions are 
necessary for sustained economic growth. Further-
more, economic institutions are essential to nurturing 
and maintaining the positive effects of political insti-
tutions on growth (Flachaire et al., 2014).

Studies have shown that high institutional quality 
is vital for economic growth and development. In-
stitutional indicators contribute over 0.3 percentage 
points to the estimated average annual growth rate of 
real output (Afonso, 2020). Improving institutional 
quality benefits countries at different stages of devel-

opment, leading to more investment and growth. This 
improved investment climate can also lead to more 
job creation, higher wages, and a general increase 
in living standards. This creates a more stable and 
prosperous economic environment (Gwartney et al., 
2006; Valeriani & Peluso, 2011).

In developing countries, growth is influenced by 
institutions, particularly those related to property 
rights. It has been observed that institutions in one 
country can indirectly affect the economic growth 
of neighbouring countries through positive spillo-
ver effects. This supports an augmented conver-
gence process faster than the conventional beta-
convergence in standard growth models (Ahmad & 
Hall, 2017).

There are interdependent relationships in the short 
term between institutional quality, government ex-
penditure, tax revenue, and economic growth. Tax 
revenue is a significant factor in driving long-term 
economic growth. To ensure sustained long-term 
economic growth of countries, it is crucial to de-
velop stronger institutions and more effective fiscal 
policies simultaneously (Arvin et al., 2021).

It has been found that foreign aid can positively im-
pact the economic growth of developing countries, 
but this is only the case when the institutional qual-
ity is high. This means that the quality of the coun-
try’s institutions plays a crucial role in determining 
how effective foreign aid will promote economic 
growth. Therefore, it is recommended that foreign 
aid should be directed towards countries with high-
er institutional quality to achieve maximum effec-
tiveness (Boateng et al., 2021; Maruta et al., 2020).

It has also been observed that institutional quality, 
CO2 emissions, and economic growth in develop-
ing countries are closely linked. Therefore, adopt-
ing holistic co-development policy frameworks that 
strengthen governance institutions and promote 
clean-energy industrial strategies can positively 
impact economic growth in these countries. Poli-
cymakers in developing countries are encouraged 
to implement such policies to reduce their carbon 
footprint and promote economic growth (Ahmed 
et al., 2022; Jiang et al., 2023; Nair et al., 2021). 

Countries can benefit or suffer from their natural 
resources, depending on the quality of their institu-
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tions and human capital. An analysis was conduct-
ed using an autoregressive distributed lag model to 
examine how natural resources, institutional qual-
ity, and human capital interact and affect economic 
growth. The findings indicate that countries must 
invest in human capital and anti-corruption meas-
ures to effectively utilise natural resources (Abdu-
lahi et al., 2019; Antonakakis et al., 2017; Qiang & 
Jian, 2020; Zallé, 2019).

The influence of informal institutions on opportu-
nity entrepreneurship is greater than that of formal 
institutions. In countries across the sample, includ-
ing Latin American countries, factors like control of 
corruption, confidence in one’s abilities, and access 
to private credit positively impact opportunity en-
trepreneurship and contribute to economic growth. 
By promoting effective institutions, we can foster 
opportunity entrepreneurship and create condi-
tions for economic growth (Aparicio et al., 2016). 

Among the papers we reviewed, only several found 
negative or neutral relations between institutions 
and economic growth. These studies suggest that 
institutions are less influential in economic growth 
than is often assumed. Furthermore, it has been 
suggested that other factors, such as technologi-
cal progress and human capital, largely determine 
economic growth (Acheampong et al., 2021; Doré 
& Teixeira, 2023). 

In summary, institutions can positively or nega-
tively affect long-term and short-term economic 
growth. Institutions that function well and encour-
age stability, transparency, and accountability are 
crucial for maintaining economic development. 
Conversely, institutions that function poorly and 
are characterised by corruption, inefficiency, and a 
lack of transparency can impede economic growth. 
Therefore, policymakers must prioritise creating 
and maintaining effective institutions to promote 
sustainable and long-term economic growth.

3.	 Methodology and data

We utilised the PRISMA protocol for systematic 
reviews to ensure a comprehensive and transparent 
analysis of the relationship between institutions and 
economic growth. This protocol comprises four stag-
es: identification, screening, eligibility, and inclusion 
(Moher et al., 2009). As part of our search strategy, 

we combed through the SCOPUS database using the 
keywords “Institutions AND Economic Growth” OR 
“Institutional Quality AND Economic GROWTH” 
from 2006-2023, which yielded 187 papers in the ti-
tles, abstracts, and keywords. 

Figure 1 demonstrates the implementation of the 
PRISMA protocol for a systematic literature review 
of the 187 papers obtained from our search on the 
Scopus database. The process began with an initial 
search that retrieved 187 documents from the Sco-
pus database using the keywords “Institutions AND 
Economic Growth” OR “Institutional Quality AND 
Economic Growth”. The methodology is divided into 
four phases: identification, screening, eligibility, and 
inclusion.

1.	 All 187 documents found during the search 
are included during the identification phase. 
These documents are filtered based on their 
publication year (2006-2023) and limited to 
the subject areas of Economics, Economet-
rics, and Finance. Furthermore, only journal 
articles were included in the further review, 
while other document types, such as confer-
ence papers and book chapters, were exclud-
ed.

2.	 In the screening phase, the initial filters re-
duced the number of articles to 88. At this 
stage, non-English articles and those that 
were not at the final publication stage were 
excluded, resulting in the removal of 7 arti-
cles. This left a total of 81 articles for the next 
phase of assessment.

3.	 During the eligibility phase, each article un-
derwent a thorough evaluation to determine 
its relevance to the research topic. Articles 
that did not directly relate to the role of in-
stitutions in economic growth were excluded, 
resulting in the removal of three more arti-
cles. As a result, 78 articles remained eligible 
for inclusion.

4.	 The inclusion phase resulted in 78 articles to 
be included in the final analysis. These ar-
ticles serve as the basis for the bibliometric 
analysis, which explores trends, sentiments, 
and thematic developments in the literature 
on institutions and economic growth.
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Figure 1 Visualisation of the PRISMA protocol
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growth.
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We conducted a thorough descriptive analysis of 
the selected papers to determine whether interest 
in exploring the relationship between institutions 
and economic growth has grown over time. This 
involved examining the annual number of publica-
tions to identify potential trends in research output 
on this topic. Additionally, we aimed to identify the 
individual papers with the highest citation counts, 
offering insight into which works have made the 
greatest impact on the academic discourse.

Next, we conducted a sentiment analysis of the ab-
stracts to gain a deeper understanding of the tone 
and perspectives expressed. This analysis catego-
rised the abstracts based on whether they conveyed 
a positive, neutral, or negative outlook on the role 
of institutions in economic growth. This enabled 
us to evaluate whether the prevailing sentiment in 
the literature reflects optimism about institutional 
reforms or underscores concerns and challenges 
regarding institutional efficiency and governance. 
A positive tone in the literature indicates optimism 
about the role of institutions, encompassing discus-
sions about successful institutional reforms, improve-
ments in governance, or instances where institutions 
have played a key role in fostering economic growth. 
A neutral tone may reflect a balanced or indifferent 
perspective, often found in descriptive or empirical 
studies without strongly expressing opinions about 
institutional efficacy. On the other hand, a negative 

tone would signal concerns or challenges, includ-
ing institutional failures, corruption, or inefficiency, 
which could hinder economic growth.

Utilising the VOSviewer software for bibliomet-
ric analysis, we constructed a keyword co-occur-
rence network to visually represent the relation-
ships between key concepts and terms found in 
the reviewed abstracts. This network enables us 
to observe the frequency of association between 
keywords, offering a visual map of the intellectual 
structure within the field. In addition, we generated 
an overlay visualisation to track the prominence 
of specific keywords over time, helping us identify 
topics that have gained or lost relevance in recent 
years. The use of density visualisation methods al-
lowed us to pinpoint areas of research concentra-
tion within the literature. By visualising the most 
densely interconnected keywords and concepts, 
we were able to identify “hotspots” where certain 
themes are especially well-developed or popular 
among researchers. This analysis also enabled us to 
explore which empirical models and methodologies 
are most frequently used in the studies, providing 
insights into the prevailing analytical approaches in 
the field.

It is important to note that the search query used 
in this analysis, specifically “Institutions AND Eco-
nomic Growth” OR “Institutional Quality AND 
Economic Growth”, has some limitations. The use of 



Trpeski, P. et al.: The role of institutions in economic growth: A systematic literature review

427Vol. 37, No. 2 (2024), pp. 421-437

quotation marks in the search query means that the 
Scopus database returned papers where these exact 
phrases appeared together in the title, abstract, or 
keywords. However, this approach may have limit-
ed the scope of our review by excluding papers that 
discuss institutions and economic growth in broad-
er or more varied contexts. Also, we only focus on 
articles written in English and published in journals 
indexed in the SCOPUS database. Consequently, 
we might have omitted articles published in other 
languages and indexed in other databases such as 
Web of Science, Google Scholar, etc., which might 
provide additional insight.

4.	 Results and discussion

4.1	 Descriptive analytics

In this subsection, we analyse the frequency of pa-
pers focused on institutions and economic growth 

from 2006 to 2023. Figure 2 depicts the fluctuating 
trend in the number of published articles during 
this period, with several distinct peaks:

−	 The number of papers peaked in 2017, with 
10 publications. 

−	 Another peak occurred in 2020, with the 
highest number of papers (11) recorded in 
this period. 

−	 The year 2021 experienced a slight decline 
to 8 papers, followed by a substantial drop 
in 2022 to just 1 paper. However, 2023 wit-
nessed a recovery, with 7 papers published.

The dotted trendline indicates an upward trajec-
tory, reflecting a growing interest among research-
ers in studying the role of institutions in economic 
growth. This upward trend, notwithstanding yearly 
fluctuations, indicates an increasing focus on this 
research topic in academic circles.

Figure 2 Number of papers published by year
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period. 
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The rising volume of published articles indicates a 
growing interest in the correlation between institu-
tions and economic growth. This pattern suggests 
that scholars are acknowledging the pivotal role in-
stitutions play in shaping economic outcomes. This 
upward trajectory indicates a field of study with 

numerous opportunities for further exploration, es-
pecially in areas that may still be underdeveloped. 
Spikes in publication numbers may also signify 
breakthroughs or emerging trends in institutional 
research, motivating scholars to expand on these 
foundations.
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For policymakers, the mounting interest under-
scores the significance of institutions in devising 
effective economic policies. Governments, particu-
larly in developing or transitional economies, can 
interpret this as a call to prioritise institutional re-
forms, recognising their essential role in long-term 
economic success. The expanding body of literature 
also emphasises the importance of robust institu-
tions in providing a stable and predictable envi-
ronment for business. Additionally, international 
organisations involved in development efforts can 
leverage this trend as empirical support for advo-
cating institutional reforms to promote sustainable 
development. 

Table 1 presents the top 10 papers with the highest 
number of citations in the field of institutions and 
economic growth, reflecting the most influential 
studies on the topic. These papers cover a wide ar-
ray of themes, including the relationship between 
natural resources, institutions, and economic 
growth, the effects of remittances and institutional 
quality on growth, and the role of institutions in in-
novation, policy volatility, and financial globalisa-
tion.

At the top of the list is Brunnschweiler’s (2008) 
paper “Cursing the Blessings? Natural Resource 
Abundance, Institutions, and Economic Growth”, 
published in World Development, with 423 cita-
tions. This study delves into the widely debated 
resource curse hypothesis and investigates the role 
of institutions in mitigating the adverse effects of 
natural resource abundance on economic growth. 
Next, with 286 citations, there follows “Remittanc-
es, Institutions, and Economic Growth” by Catri-
nescu et al. (2009), also published in World Devel-
opment, which examines how remittances, when 
combined with institutional quality, can impact 
economic growth, emphasising the significance of 
the institutional context in realising the potential 
benefits of remittances. Other papers on the list, 
such as those by Gwartney et al. (2006) and Tebaldi 
and Elmslie (2013), focus on how institutions influ-
ence investment and innovation. Meanwhile, stud-
ies by Fatás & Mihov (2013) and Butkiewicz and 
Yanikkaya (2006) examine policy volatility and the 
maintenance of the rule of law or democratic insti-
tutions as crucial factors for growth.

Table 1 Top 10 papers with the most citations

Title Authors Year Journal Citations

Cursing the Blessings? Natural 
Resource Abundance, Institutions, 
and Economic Growth

Brunnschweiler C.N. 2008 World 
Development 423

Remittances, Institutions, and 
Economic Growth

Catrinescu N.; Leon-
Ledesma M.; Piracha 
M.; Quillin B.

2009 World 
Development 286

Institutions and the impact of 
investment on growth

Gwartney J.D.; Hol-
combe R.G.; Lawson 
R.A.

2006 Kyklos 203

Does institutional quality impact 
innovation? Evidence from cross-
country patent grant data

Tebaldi E.; Elmslie B. 2013 Applied 
Economics 155

Policy volatility, institutions, and 
economic growth Fatás A.; Mihov I. 2013

Review of 
Economics and 
Statistics

149

Institutional quality and economic 
growth: Maintenance of the rule 
of law or democratic institutions, 
or both?

Butkiewicz J.L.; Yanik-
kaya H. 2006 Economic 

Modelling 136
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Title Authors Year Journal Citations

Renewable energy, CO2 emissions 
and economic growth in sub-
Saharan Africa: Does institutional 
quality matter?

Acheampong A.O.; 
Dzator J.; Savage D.A. 2021 Journal of Policy 

Modeling 103

Institutions, human capital, and 
growth: The institutional mecha-
nism

Dias J.; Tebaldi E. 2012

Structural 
Change and 
Economic 
Dynamics

92

How do financial globalization, 
institutions and economic growth 
impact financial sector develop-
ment in European countries?

Nasreen S.; Mahalik 
M.K.; Shahbaz M.; 
Abbas Q.

2020

Research in 
International 
Business and 
Finance

77

Natural Resources, Institutional 
Quality, and Economic Growth in 
China

Ji K.; Magnus J.R.; 
Wang W. 2014

Environmental 
and Resource 
Economics

76

Source: Authors’ calculations

The diverse range of topics and the substantial 
number of citations of these papers underscore 
the importance of institutional quality across dif-
ferent areas of economic research. For academics, 
these works provide foundational theories and evi-
dence on the influence of institutions on economic 
growth, covering topics from resource management 
to innovation. Researchers can use these studies as 
a basis for exploring new areas or expanding their 
findings to different environments. For policymak-
ers, the findings stress the significance of strong 
institutional frameworks in promoting sustainable 
development. For example, Brunnschweiler’s (2008) 
work on the resource curse and institutional miti-
gation offers valuable guidance for resource-rich 
nations, while Catrinescu et al. (2009) underscore 
the importance of institutional quality in maximis-
ing the impact of remittances on growth. For busi-
nesses and investors, the focus on institutional sta-
bility in these papers offers valuable insights for risk 
management and long-term planning, especially in 
regions undergoing institutional changes. Similarly, 
international organisations like the World Bank and 
the IMF can leverage these findings to support their 
advocacy for institutional reforms in developing 
nations. In summary, these works contribute not 
only to theoretical debates but also offer practical 
insights for policymakers, underscoring the signifi-
cant role that well-functioning institutions play in 
fostering economic growth and sustainable eco-
nomic development.

4.2	 Sentiment analysis

Sentiment analysis of the abstracts highlights a 
distinctly positive inclination in the literature con-
cerning institutions and economic growth. Among 
the 78 abstracts reviewed, 75 portray a positive 
sentiment, while only 3 convey a negative senti-
ment (the lower section of Figure 3). The scale of 
sentiment scores, spanning from -0.765 (negative) 
to 1.00 (positive), suggests that most studies ex-
press optimism or a favourable outlook regarding 
the influence of institutions on economic growth. 
The histogram in the upper section of Figure 3 il-
lustrates that the majority of sentiment scores clus-
ter near 1.00, confirming the dominance of positive 
sentiment. 

The prevailing positive sentiment in the literature 
indicates that institutions are widely recognised as 
crucial catalysts for economic advancement. This 
widespread optimism may stem from empirical evi-
dence showing that well-functioning institutions, 
encompassing strong legal frameworks, property 
rights, and regulatory bodies, as well as government 
efficiency and low levels of corruption, can bolster 
economic performance, mitigate uncertainty, and 
stimulate both local and foreign investments. 
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Figure 3 Abstracts sentiment distribution and categories

Source: Authors’ calculations

The prevalence of positive sentiment emphasises 
the necessity of continuing to implement and en-
hance institutional reforms. These reforms are 
widely viewed as impacting economic outcomes di-
rectly and positively, making them crucial for busi-
nesses and investors seeking stable environments 
for long-term investments. This trend also affirms 
the support for institutional reforms in developing 
regions by international organisations. Moreover, 
the optimistic outlook for governments in transi-
tional economies highlights the broad recognition 
of institutional strengthening as an effective tool for 

driving economic growth, urging them to prioritise 
such efforts in their development agendas.

4.3	 Keyword analysis

In this subsection, we analyse the interconnectiv-
ity of themes within the literature on institutions 
and economic growth, as visualised in the keyword 
co-occurrence network produced by VOSviewer, 
which is shown in Figure 4. The figure is segmented 
into clusters, each denoted by a distinct colour, sig-
nifying sets of closely associated keywords that of-
ten appear together in the same studies. These clus-
ters illuminate pivotal research themes in the field.
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Figure 4 Network visualisation for keyword co-occurrence

Source: Authors’ calculations

Cluster 1 (red cluster) emphasises the significance 
of financial development, remittances, and trade, 
particularly focusing on regions such as ASEAN. 
The mention of “system GMM” and “panel data” 
suggests that much of the research employs ad-
vanced econometric techniques to investigate how 
financial systems, and trade policies impact eco-
nomic growth. Remittances are also highlighted, 
indicating their substantial role in development 
outcomes. Ultimately, this cluster underscores the 
necessity of strong financial institutions and effec-
tive trade policies, especially in regions that heavily 
rely on financial inflows.

Cluster 2 (green cluster) is focused on the role of 
institutions and governance, with a specific em-
phasis on Africa. The frequent use of “GMM” and 
“panel estimation” suggests commonly employed 
empirical methods to assess the impact of govern-
ance reforms on growth. This cluster emphasises 
the crucial importance of institutional quality and 
governance reforms in driving economic progress, 
particularly in regions where institutional weak-
nesses persist.

Cluster 3 (blue cluster) explores the interplay be-
tween democracy, innovation, and economic 
growth. The prominence of the keyword “democ-

racy” indicates that the studies often compare 
democratic and non-democratic systems, exploring 
the ways in which political institutions influence 
economic growth. The research within this cluster 
delves into how democratic governance creates an 
environment that is conducive to innovation and 
technological advancement, both of which play key 
roles in long-term economic prosperity.

Cluster 4 (yellow cluster) is positioned at the heart 
of the network and focuses on economic growth, 
institutional quality, and human capital. By ex-
amining specific regional contexts, such as post-
Soviet countries and sub-Saharan Africa, the lit-
erature delves into how variations in institutional 
quality across different regions impact economic 
outcomes. This cluster underscores the crucial im-
portance of investments in education and human 
capital development in conjunction with institu-
tional reforms to sustain growth.

Cluster 5 (purple cluster) focuses on examining 
the relationship between trade openness, resource 
management, and economic growth. The research 
sheds light on the difficulties that resource-rich na-
tions face in utilising their natural wealth for eco-
nomic progress (the concept of the “resource curse”) 
and examines trade openness as a potential remedy 
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to these challenges. This cluster underscores the 
importance of robust institutional frameworks to 
ensure that trade and resource wealth have a posi-
tive impact on economic performance.

Cluster 6 (light blue cluster) explores the role of gov-
ernance and organisational structures in support-
ing institutional quality. This cluster encompasses 
research highlighting the foundational importance 
of efficient and transparent governance structures 
for the effective functioning of institutions, which 
is a key driver of economic growth.

In summary, the clusters represent various but 
interconnected themes. Financial development, 

governance, innovation, human capital and trade 
openness all play crucial roles in shaping economic 
performance. Each cluster reinforces the overarch-
ing importance of strong institutions in ensuring 
sustained and inclusive economic growth.

The overlay visualisation in Figure 5 adds a chrono-
logical layer to the keyword co-occurrence net-
work. The colours indicate the average publication 
years for each keyword. The colour gradient, rang-
ing from blue (indicating earlier years) to yellow 
(indicating recent years), allows us to track the evo-
lution of research focus over time.

Figure 5 Overlay visualisation for keyword co-occurrence

Source: Authors’ calculations

Keywords such as “organisations”, “governance”, “de-
mocracy”, and “remittances” are highlighted in blue, 
indicating their significance in earlier years (2008-
2013). The research during this time predominantly 
centred on the fundamental role of governance and 
institutions in economic growth. Additionally, de-
mocracy and remittances garnered early attention, 
showcasing a curiosity about how political struc-
tures and financial inflows from emigrants impact 
economic performance. The inclusion of “innova-
tion” and “growth” during this period signifies an 

early examination of the influence of governance on 
innovation-driven growth.

In the years 2014-2017 (highlighted in green), there 
was a noticeable increase in the discussion of topics 
such as “trade”, “technological change”, “economic 
development”, and “resource curse”. During this pe-
riod, there was a shift in research focus towards un-
derstanding the interaction between trade policies, 
natural resource management, and institutional 
quality, particularly evident in the emphasis on the 
“resource curse” keyword. The impact of institu-
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tional quality on development across different re-
gions, particularly in Africa, also emerged as a key 
area of focus during this phase.

The emphasised research topics from 2018 to 2023, 
indicated in yellow, encompass keywords such as 
“ASEAN”, “financial development”, “trade open-
ness”, “system GMM”, “regional development”, and 
“post-Soviet countries”. This trend indicates a grow-
ing emphasis on empirical methodologies (e.g., sys-
tem GMM and panel VAR), region-specific studies, 
particularly on ASEAN and post-Soviet countries, 
and on the impact of institutions on global integra-
tion and development at both national and regional 
levels.

The overlay visualisation reveals that the literature 
on institutions and economic growth has pro-
gressed from general debates on governance and 
democracy to more focused areas such as trade 

openness, regional development, and on specific 
regions. This shift over time suggests that recent re-
search is increasingly focused on empirical analysis 
and the unique institutional challenges in different 
regions.

In Figure 6, the density visualisation of keyword 
co-occurrence reflects the intensity of the research 
focus. Brighter (yellow) areas signify higher stud-
ies concentrations, while darker (blue/green) areas 
indicate less frequent exploration. 

As expected, the terms “economic growth” and “in-
stitutions” are highlighted in a prominent bright 
yellow area, indicating that these topics are cen-
tral to scholarly discourse in the field. A significant 
amount of literature focuses on how institutions di-
rectly impact economic performance, making this 
the main theme of the overall research landscape.

Figure 6 Density visualisation for keyword co-occurrence

Source: Authors’ calculations

Topics like “human capital”, “economic develop-
ment”, and “governance” also stand out in yellow, 
indicating significant attention. These are crucial 
supporting concepts for understanding how institu-
tional frameworks and the development of human 
capital contribute to broader economic outcomes.

Topics such as “remittances”, “system GMM”, “panel 
data”, “innovation”, and “democracy” are found in 
greenish areas in moderate-density areas. These 
terms denote a moderate research interest, often 
associated with empirical studies on how financial 
transactions, governance frameworks, and techno-
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logical advancements influence economic develop-
ment through institutional mechanisms. 

The keywords “trade openness”, “resource curse”, 
and “GDP growth” appear in blue or light green ar-
eas, indicating that they have received less attention 
compared to the core topics. Nonetheless, their in-
clusion signifies an interest in understanding how 
policies, such as trade liberalisation and resource 
management, interact with institutional quality to 
impact economic growth. 

The use of terms like “ASEAN”, “sub-Saharan Af-
rica”, and “post-Soviet countries” is less prominent, 
indicating a scarcer literature on how institutional 
issues impact economic performance in specific re-
gions. This implies that while regional studies are 
valuable, they occupy a somewhat peripheral posi-
tion compared to more expansive discussions on 
institutional economics.

To sum up, the density visualisation indicates that 
“economic growth” and “institutions” are the pri-
mary focal points in the literature, with consider-
able emphasis on interconnected ideas such as 
governance, human capital, and economic develop-
ment. Conversely, more niche subjects like regional 
case studies and trade/resource management re-
ceive less attention but present opportunities for 
further research.

5.	 Conclusion

This paper presents a systematic literature review of 
articles, that thoroughly examines the scholarly land-
scape concerning the impact of institutions on eco-
nomic growth. The analysis is built upon the PRISMA 
protocol and offers a comprehensive understanding of 
the topic. The sample for analysis includes 78 articles 
from the Scopus database, published between 2006 
and 2023. Our approach has three main components: 
a review of publication patterns, a sentiment analy-
sis of abstracts, and a network analysis of keyword 
co-occurrence. These methods provided insights into 
important research trends, the overall sentiment of the 
existing literature, and the interconnections among 
key concepts in the field. 

The analysis indicates a steady increase in research 
interest over time, with peak interest in certain recent 
years, reflecting the growing recognition of the sig-
nificant role institutions play in shaping economic 
outcomes. Prominent journals and well-cited papers 
have played a significant role in advancing our un-

derstanding of the impact of institutions on economic 
growth. The sentiment analysis indicates that most 
of the literature holds a positive view on the impact 
of institutions on economic growth. While negative 
sentiments are relatively infrequent, they do highlight 
specific challenges in institutional reforms, particu-
larly in developing nations. The keyword co-occur-
rence analysis reveals that discussions on economic 
growth consistently revolve around institutions, 
governance, and human capital. The analysis under-
scores the field’s rigorous and adaptable approach, as 
novel concepts and tools are integrated to address the 
intricacies of institutional economics. Emerging ar-
eas of focus include the application of econometric 
techniques such as system GMM, as well as region-
specific studies. 

The findings provide a basis for some policy recom-
mendations. To enhance economic performance, 
policymakers should prioritise institutional reforms 
aimed at improving governance, curbing corrup-
tion, refining regulatory frameworks, to establish 
an environment that encourages economic stabil-
ity and attracts domestic and foreign investment, 
ultimately nurturing long-term growth. Policymak-
ers need to leverage the positive sentiment by per-
sisting in the implementation of reforms aimed at 
enhancing institutional effectiveness, transparency 
and accountability. The findings also suggest prior-
itising education and skills development to ensure 
a well-equipped workforce capable of driving pro-
ductivity and innovation. Furthermore, they under-
score the importance of carefully managing trade 
policies and natural resources to avoid obstacles 
that could impede growth. Particularly, countries 
abundant in natural resources should strengthen 
their governance structures to mitigate the negative 
economic impacts of resource dependence. Addi-
tionally, the increasing focus on advanced econo-
metric methods indicates the significance of evi-
dence-based policymaking. Governments should 
invest in developing statistical and analytical capac-
ity to enable more sophisticated, data-driven policy 
interventions.

Future research should seek to deepen our under-
standing of institutional impacts by conducting com-
parative regional studies, particularly across different 
political and economic contexts. These studies can 
offer insights into how diverse institutional structures 
influence growth. Exploring the barriers to success-
ful institutional reforms, especially in developing 
regions grappling with governance challenges and 
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corruption, can help fill the gaps in the current lit-
erature. In terms of regions, other transition countries 
(beside post-Soviet countries) could offer interesting 
insights, as they have undergone significant institu-
tional reforms from the 1990s onward. This is par-
ticularly important for the Western Balkan countries 
that struggle to enhance their institutions and catch 
up with Central and Eastern European countries in 
terms of level of economic development and quality 
of life. With the increasing prevalence of advanced 
econometric methods like system GMM, there is 
an opportunity to incorporate innovative empirical 
approaches, such as machine learning or big data 
analysis, to analyse complex datasets. Furthermore, 
future research should prioritise longitudinal stud-
ies that track the long-term effects of institutional 
reforms, enabling policymakers to comprehend how 
institutional changes unfold over time. Investigating 

less commonly explored keywords, such as “regional 
development” and “resource curse”, may provide un-
explored perspectives on institutional impacts in spe-
cific sectors or regions. 

Considering the limitations of the study, a future 
attempt at a systematic literature review can be 
improved by expanding the search parameters; 
removing the quotation marks would allow for a 
more comprehensive literature analysis. This would 
enable the inclusion of papers that discuss related 
topics, perhaps with different terminology or in 
more nuanced ways, thereby providing a complete 
understanding of how institutions impact econom-
ic growth across various fields and regions. Further, 
exploring other scientific databases, in addition to 
Scopus, can enhance the quality of research by pro-
viding broader and more detailed datasets.
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IMR 2024: At the heart of the Slavonian Plain, Osi-
jek hosted the twentieth edition of the Interdisci-
plinary Management Research (IMR) conference 
that took place on 24 and 25 October 2024. This 
prestigious gathering, which has been bringing to-
gether the academic community, researchers, pro-
fessionals and doctoral students for two decades, 
was organized in cooperation with the Faculty of 
Economics and Business in Osijek, Pforzheim Uni-
versity (Germany), and the Faculty of Economics 
at the University of Bihać. The IMR XX conference 
confirmed its status as a leading platform for the 
exchange of ideas and interdisciplinary research 
achievements on the international scene, inspiring 
all attendees with its tradition and influence.

Day 1 of the conference – Artificial Intelligence 
as a New Business Horizon

The first day of the conference began with a cer-
emonial opening in the Glagolitic Hall, where the 
attendees enjoyed the inspiring speeches of the 
hosts and the organizers. The Dean of the Faculty of 
Economics and Business in Osijek, Boris Crnković, 
PhD, together with other distinguished guests, ex-
pressed his gratitude and pride in the twenty-year 
tradition of the IMR conference. In the spirit of the 
current global challenges, this year’s opening was 
particularly characterized by the Business Forum 

on the topic of “Artificial Intelligence – a New Era 
of Business”. Robert Kopal, PhD, CEO of Effectus, 
inspired the audience with his presentation, in 
which he explained the importance and potential of 
AI technologies for shaping the future of business.

The introductory lecture was followed by a dynam-
ic panel discussion in which Kopal, PhD, was joined 
by leading experts in the fields of artificial intelli-
gence, communication and business development. 
The discussion on artificial intelligence as a disrup-
tive technology, further enriched by insights from 
Juraj Bilić of CARNET, Marijana Šarolić Robić from 
the CRO Startup Association, and other experts, 
opened up new perspectives and emphasized the 
key issues of adapting business models to modern 
technological changes.

Academic dialog and a wealth of research 
topics

The afternoon of the first day saw a series of parallel 
sessions in which participants presented their re-
search on topics such as public communication and 
tourism, corporate responsibility and economic 
models for high-rise construction. With their pres-
entations, the researchers stimulated numerous 
discussions and raised questions about the impact 
of new technologies and communication trends 
on different sectors. The participants also had the 
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opportunity to explore the historic fortress Tvrđa, 
which further enriched this event with the local 
culture and history of Osijek.

Day 2 of the conference – From Tradition to 
the Future

The second day featured the continuation of inspir-
ing parallel sessions with topics such as corruption 
in transition countries, teleworking after the pan-
demic, and the socio-economic impact of digitali-
zation. The richness of this year’s research topics 
clearly demonstrated the importance of an inter-

disciplinary approach, and the participants from 8 
countries provided fertile ground for further aca-
demic discussions and collaborations through the 
presentation of over 70 research papers.

All papers presented are accompanied by a collec-
tion of papers indexed in the world’s leading data-
bases, underlining the academic importance and 
global reach of the IMR conference. With its rich 
tradition and exceptional organization, IMR XX 
2024 confirms that interdisciplinary research plays 
a key role in modern management and business 
through the exchange of ideas and collaboration 
between different professions.
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