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This paper reports the estimated response of hourly mean concentrations 
of selected air pollutants, namely carbon monoxide (CO), sulphur dioxide (SO2), 
nitrogen dioxide (NO2) and particulate matter with an aerodynamic diameter 
of up to 10 µm (PM10), to local scale meteorology in Zagreb, Croatia for the pe-
riod 2006–2012. A new method is applied here for the urban area of Zagreb. In 
a general model, a logarithm of hourly mean air pollutant concentrations is 
expressed as the sum of the nonlinear functions of meteorological and several 
time variables, with the latter included accounting for temporal variation in 
emissions. The model can be formulated within the framework of generalized 
additive models (GAMs) and is additive on the logarithmic scale, which results 
in multiplicative effects on the original scale. Although the model is nonlinear, 
it is simple and easy to interpret. It quantifies the impact of meteorological 
conditions and emissions on air pollution. A measure of the relative importance 
of each predictor, partial effects and statistical evaluation of the model are also 
presented. Overall, the results show that the most important predictors are 
those related to emissions. The aggregate impact of meteorological variables in 
the model explained 45% of variance in CO, 14% in SO2, 25% in NO2 and 24% 
in PM10. This indicates that meteorology, at least on a local scale, is a noticeable 
driver of air quality in Zagreb. Stable atmospheric conditions in the urban area 
favour the occurrence of higher concentrations of air pollutants. Convection 
processes dominate under unstable conditions, resulting in the dilution of pol-
lutant concentrations within the boundary layer.
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1. Introduction

Nowadays, it is well known that concentrations of airborne pollutants are 
significantly affected by meteorological conditions (e.g. Finlayson-Pitts and Pitts, 
1986; Levy et al., 2003; Aldrin and Haff, 2005; Hussein et al., 2006; Cheng et al., 
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2007; Prtenjak et al., 2009, 2013; Klaić et al., 2012, 2015). Past investigations 
focusing on the interplay between meteorology and air quality in Croatia can be 
grouped as follows:

1) Modelling of the long-range transport of airborne pollutants. These early 
studies describe the development and application of a simple Lagrangian nu-
merical box-model simulating the long-range transport of sulphur compounds 
towards Croatia (Klaić, 1990, 1996; Klaić and Beširević, 1998). 

2) Modelling of regional pollutant transport. These studies focus on the further 
development of the European mesoscale Eulerian chemical transport modelling 
system (EMEP) (Simpson et al., 2003) and its adaptation to domains over Croatia 
(Jeričević et al., 2007, 2010). Additionally, some effort was also put into develop-
ment of the atmospheric Lagrangian particle stochastic model (Kos et al., 2004).

3) Case studies of observed pollution episodes. These studies employ either 
existing Eulerian mesoscale meteorological models (e.g. Klaić et al., 2003; Prten-
jak et al., 2012) or Eulerian mesoscale meteorology models coupled with atmo-
spheric chemistry models (e.g. Prtenjak et al., 2009, 2013) in order to detect 
meteorological conditions responsible for the establishment of investigated pol-
lution episodes. 

4) Simple statistical analyses of relationships between observed air quality 
data and concurrent meteorological data. For example, Bešlić et al. (2007) anal-
ysed observed daily mean airborne particulate matter with an aerodynamic di-
ameter of up to 10 µm (PM10) concentrations with respect to six synoptic weather 
types typical for continental Croatia. The authors found that whereas elevated 
particle concentrations were associated with the radiation weather type and 
south-eastern advection, lower concentrations were most often found together 
with the wind weather type. In order to identify wind directions associated with 
the transport of pollutants towards selected measuring sites, some of authors 
have used EMEP daily sector analysis (Klaić, 1988; Bešlić et al., 2008), a tech-
nique based on backward two-dimensional trajectories (available at http://www.
emep.int/Traj_data/traj2D.html). Gvozdić et al. (2011) applied principal compo-
nent analysis in order to investigate the relationship between pollutant (NO2, 
H2S, SO2, PM2.5 and O3) concentrations and meteorological variables (tempera-
ture, relative humidity, wind speed and direction and precipitation) in Slavonski 
Brod (eastern Croatia). The authors concluded that winter pollution episodes are 
associated with low air temperatures, weak winds and high relative humidity. 
Bralić et al. (2012) reported on Spearman correlations between daily mean pol-
lutant concentrations (SO2, NO2 and black-smoke) and meteorological parameters 
(daily mean temperature, wind speed, cloudiness and total precipitation) record-
ed in the coastal city of Split (Middle Adriatic). These authors found statistically 
significant increases in SO2 and NO2 concentrations occurring together with in-
creasing daily mean temperature and cloudiness, respectively. In contrast, a sta-
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tistically significant decrease in daily mean SO2 was associated with an increase 
in precipitation amount, wind speed and cloudiness. recently, 1-min mean out-
door (Klaić et al., 2012) and indoor (Klaić et al., 2015) PM1 (particles aerody-
namic diameters up to 1 µm) mass concentrations recorded at measuring sites in 
residential Zagreb were statistically analysed with respect to short-term outdoor 
atmospheric conditions (specifically, 1-min mean relative humidity, wind speed 
and direction, sea level pressure, temperature and global radiation). results sug-
gested the influence of regional and/or long-range pollutant transport on outdoor 
PM1 levels. An increase in both outdoor and indoor PM1 levels with increasing 
mean sea level pressure and outdoor relative humidity was also recorded. 

5) Neural network modelling. Hrust et al. (2009) developed a new method 
with which to forecast hourly concentrations of air pollutants in Zagreb, Croatia. 
The authors found the temporal variables which imply human activities (such 
as traffic, heating etc.) to be the most important for CO. Furthermore, the agree-
ment between the modelled and measured NO2 and CO was better than that for 
PM10, with this poorer model performance for PM10 suggested as being due to the 
inherent irregularities associated with processes affecting particle production 
(such as traffic emissions and particle resuspension) and/or the omission of rel-
evant input variables (e.g. boundary layer height). recently, Grgurić et al. (2014) 
tested four different empirical models (specifically, a univariate linear regression 
model, a multivariate linear regression model with first order effects, a multi-
variate linear regression model with first and second order effects, and an arti-
ficial neural network model) in order to establish the relationship between daily 
mean ground-based PM10 mass concentrations and aerosol optical depth (AOd) 
data. Whereas for the univariate linear regression model the independent vari-
able was AOd, for the multivariate models and neural network model the me-
teorological parameters taken as independent predictors were AOd, boundary 
layer height, surface relative humidity, wind speed and direction, air tempera-
ture at 2 m above ground level, and surface pressure. The authors concluded that 
the univariate linear regression model failed to explain data variability (suggest-
ing nonlinearity in the PM10-AOd relationship), with the multivariate models 
and neural network model performing better.

As the above review suggests, no study has as yet dealt with the relationship 
between pollutant concentrations and meteorological conditions in Croatia based 
on the use of generalized additive models (GAMs). As statistical models able to 
simulate nonlinear relationships by smoothing concurrent input variables (Hastie 
and Tibshirani, 1990; Hastie et al., 2009), GAMs are suitable for a wide range of 
environmental issues and have thus been used in many recent studies (e.g. Schlink 
et al., 2003; Aldrin and Haff, 2005; Ito et al., 2007; Zhang and Batterman, 2010; 
Pearce et al., 2011; Chen et al., 2012; Gonzales et al., 2012; Munir et al., 2013; 
quisthoudt, 2013; Otto et al., 2014; Wanka et al., 2014). According to Schlink et 
al. (2003), GAMs performance is comparable to those of neural network models, 
and, GAMs are applicable for ozone forecasting, for which purpose they (as well 
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as the neural network approach) outperform linear forecasting techniques. Aldrin 
and Haff (2005) employed a GAM in order to model PM10, PM2.5 and PM10 – PM2.5 
(particle sizes between 2.5 and 10 µm) concentrations based on meteorological 
predictors. For temperatures below 0 ºC the authors found that both PM10 and 
PM2.5 increased with decreasing temperature. In contrast, the effects on relative 
humidity were not so straightforward; whereas concentrations of larger fractions 
(i.e. PM10 and PM10 – PM2.5) decreased with an increase in relative humidity, con-
centrations of PM2.5 increased. Additionally, concentrations of large fractions were 
also reduced when the ground surface was covered with snow or ice. Again based 
on GAM analysis, Pearce et al. (2011) concluded that local-scale meteorological 
conditions have the largest impact on air quality in Melbourne, Australia. The 
most significant variables for PM10 were found to be temperature, wind, water 
vapour pressure and boundary layer height, with temperature, followed by wind 
and water vapour pressure, substantially affecting NO2. 

The present study similarly employs the novel GAM approach, this time with 
the aim of developing models for the estimation of the relative importance and 
partial effects of input variables (predictors) on pollutant (CO, SO2, NO2 and 
PM10) concentrations for locations across the urban area of Zagreb, Croatia. A 
GAM was selected as the basic model because a simple predictor-response for-
mulation was preferred. Separate models were formulated for hourly mean CO, 
SO2, NO2 and PM10 concentrations for three sites in Zagreb, with the overall 
objective being to investigate pollutant response to local scale meteorology.

2. Measuring sites and measurements

2.1. Local meteorological data

Links between air pollutants and local weather conditions were determined 
based on hourly observations made during a seven-year period (1 January 2006–
31 december 2012). Meteorological variables measured at Zagreb-Maksimir 
Observatory (45° 49’ 15.25” N, 16° 2’ 5.58” E) (Fig. 1 and Tab. 1) and provided by 
the Croatian Meteorological and Hydrological Service included: temperature 
(°C), mean sea-level pressure (hPa), relative humidity (%), wind direction (°), 
wind speed (m s –1) and precipitation (mm h –1). Whereas wind speed and direction 
were measured at 10 m above the ground, the remaining meteorological param-
eters were measured in a standard meteorological shelter placed 2 m above a 
grassy surface.

Two precipitation variables also included in the analysis (weighted mean 
precipitation corresponding to the preceding four hours, and weighted mean 
precipitation corresponding to the preceding week) deserve a more detailed ex-
planation. As per previous studies (e.g. Aldrin and Haff, 2005), average precipi-
tation for the last four hours was employed in order to account for the removal 
of pollutants from the atmosphere by precipitation, as well as the effect of dry/
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wet roads on pollutant resuspension. The weighted average precipitation cor-
responding to the preceding four hours is calculated as follows:

 ( )1 2 3
1 4 3 2 ,

10 t t t tP P P P− − −+ + +  (1)

where Pt denotes precipitation corresponding to hour t. The weighted average 
precipitation corresponding to the preceding week was employed in order to ac-
count for the effect of abundant precipitation, assuming that such an event may 
wash pollutants away from the road. Weighted precipitation corresponding to 
the preceding week is calculated as follows:
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where the weights wj = 169 – j vary from 1 to 168, and 168 is the aggregated 
number of hours in one week. Pt – 3 – j denotes the amount of precipitation re-
corded starting from the preceding four hours. The weights decrease linearly in 
order to ensure that hours closest to the selected hour are the most influential. 
Table 1 contains a basic statistical overview of the meteorological data used as 
predictor variables in the model.

2.2. Air pollution data
Local air pollution data were provided by the Air quality department of the 

Croatian Meteorological and Hydrological Service. Hourly mean concentrations 
measured at three sites across Zagreb, namely Zagreb-1 (45° 48’ 1.28” N, 
15° 58’ 27.62” E), Zagreb-2 (45° 49’ 25.4” N, 16° 2’ 9.87” E) and Zagreb-3 

Table 1. Summary statistics of meteorological variables used as predictors in the GAM. Variables 
(hourly means) are recorded at Zagreb-Maksimir Observatory during the period 1 January 2006–31 
December 2012. 

variable Minimum Mean Median Maximum Standard 
deviation

Temperature (Temp.) (°C) –16.70 12.22 12.40 38.30 9.28
Pressure (Press.) (hPa) 980.81 1016.33 1016.08 1046.73 7.93
relative humidity (rel. hum.) (%) 15.00 71.98 77.00 100.00 19.90
Wind direction (dir.) (°) 0.00 18.62 18.00 36.00 12.02
Wind speed (m s–1) 0.00 1.32 1.00 9.40 1.10
Precipitation last four h (Prec. 4h) (mm h–1) 0.00 0.03 0.00 5.60 0.12
Precipitation last week (Prec. week) (mm h–1) 0.00 0.03 0.02 2.00 0.04
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(45◦ 45’ 53.85” N, 16◦ 0’ 24.31” E), were analysed (Figs. 1a and 1b and Tab. 2) for 
pollutants including CO, SO2, NO2 and PM10. At each site, air pollution is mea-
sured using an intake collector for air sampling, with the latter then trans-
ported towards the measuring equipment placed inside a measuring container. 
Collector entries are placed at heights ranging from 1.5 to 4 m above the ground 
surface. Therefore, all parameters are measured within the lowermost portion 
of the atmospheric boundary layer, which is governed by turbulent processes.

Figure 1. Satellite view showing larger area including Croatia and Balcan area (a). Satellite view 
of Zagreb (b) (source: Google Earth). Positions of the measuring sites are indicated by bubbles, with 
red and blue bubbles corresponding to the air pollution measuring sites and meteorological measur-
ing site, respectively. Zagreb-1 is in the urban centre of town, near a road subject to high traffic 
densities. Zagreb-2 and Zagreb-3 are located in suburban areas of eastern and southern Zagreb, 
respectively. The Zagreb-Maksimir Observatory is approximately 200 m from Zagreb-2.

(a)

(b)
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Zagreb-1 is located in the urban centre of Zagreb, near a road subject to heavy 
traffic levels. The representativeness of a station can be expressed in terms of a 
radius (km) around the measuring site for which the concentration of a particu-
lar pollutant is approximately constant (Mihajlović et al., 2012). In the present 
study, the radius for Zagreb-1 is less than 1 km. Zagreb-2, located in a subur-
ban area of eastern Zagreb, has a representativeness radius of 1–10 km. Fi-
nally, Zagreb-3 is located in suburban southern Zagreb, approximately 1.5 km 
west of the Jakuševac refuse dump. The representativeness radius of Zagreb-3 
is 1–10 km. At all three monitoring sites, traffic is the main source of pollution. 
The approximate distances between Zagreb-1, -2, -3 and Zagreb-Maksimir are 
5 km, 200 m and 7 km, respectively. We note that the surface meteorological 
station and the air quality stations are not collocated. Nevertheless, meteoro-
logical site is the main (synoptic) meteorological station of Meteorological and 
Hydrological Service of Croatia and thus, it is considered representative for the 
greater Zagreb area.

The collected air pollution data were subject to minor processing (quality 
control) in order to remove any inconsistencies. due to measurement errors, a 
few negative pollutant concentration values appeared occasionally in the raw 
data. All such values were removed from further analysis (i.e. replaced with a 
“no data” annotation). Since the pollution data were to be modelled on a log scale, 
zero values would also have caused problems. Indeed, it is very unlikely that 
urban air in Zagreb would be absolutely clean (a pollutant concentration equal 
to zero). Any observed zero values, which were presumably caused by the lim-
ited sensitivity of the measurement instruments to low pollutant levels rather 
than reflecting actual nil concentrations, were here thus also considered errone-
ous. Finally, the raw data series also contained some periods during which no 

Table 2. Summary of pollutant concentration statistics for Zagreb-1, -2 and -3, respectively.

Minimum Mean Median Maximum Standard 
deviation

CO (mg m –3)
ZG1
ZG2
ZG3

0.01
0.01
0.07

0.59
0.52
0.47

0.48
0.42
0.38

2.32
2.07
1.75

0.39
0.35
0.30

SO2 (µg m –3)
ZG1
ZG2
ZG3

0.01
0.01
0.01

5.06
8.50
7.34

4.35
7.47
4.72

28.42
36.94
36.92

5.06
6.04
7.46

NO2 (µg m –3)
ZG1
ZG2
ZG3

0.01
0.01
0.01

39.17
34.36
28.70

35.75
31.43
24.23

146.50
132.40
115.10

23.16
21.09
19.39

PM10 (µg m –3)
ZG1
ZG2
ZG3

0.01
0.01
0.01

31.18
30.77
30.84

26.14
26.41
25.81

122.60
111.90
120.60

21.14
19.20
20.82
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observations were made, which were caused by instrument malfunction and/or 
repair. For each pollutant only data available simultaneously for all three sites 
were considered for further analysis. After omitting all incorrect data, between 
54% and 67% of initial data was available for each pollutant.

Table 2 presents a basic statistical overview of air pollution values after the 
application of the data quality control process. Corresponding time series of hour-
ly concentrations are not shown. Overall, correlation coefficients between concen-
trations of the same pollutant recorded at two different measuring sites varied 
from 0.7 to over 0.9 (depending on the pollutant and measurement site pair).

3. Methodology

3.1. Generalized additive models

Generalized additive models are regression models in which smoothing 
splines are used instead of linear coefficients for covariates (Hastie and Tibshi-
rani, 1990; Hastie et al., 2009). This approach has been found particularly useful 
for handling the complex nonlinearity associated with air pollution research (e.g. 
dominici et al., 2002; Schlink et al., 2006; Carslaw et al., 2007). Additive models 
employed in the context of concentration time series can be written in the fol-
lowing form (Hastie and Tibshirani, 1990):

 ( ) ( )0
1

,
p

i j ji i
j

log y s s x e
=

= + +∑     (3)

where i varies from 1 to n and n is the number of observations, j varies from 1 
to p, where p is the number of predictor variables in the model, yi is the i-th air 
pollution concentration, s0 is the overall mean of the response, sj(xji) is the smooth-
ing function of the i-th value of covariate j, and ie  is the i-th residual. The right-
hand side of Eq. 3 (excluding residuals) describes the fitted values obtained by 
the model. The residuals are assumed to be normally distributed with mean(εi) = 0, 
variance var(εi) = σ2 and are independent of the fitted values. (We note that exact 
value of variance is needed only for forecast purposes, which is not the case in 
the present study. Therefore, we will not calculate it.)

described in Hastie and Tibshirani (1990) and Hastie et al. (2009), the em-
ployed logarithmic transformation has also been used elsewhere (e.g. Schlink et 
al., 2003) to ensure both homoscedasticity of data (in the present case homogene-
ity of variance for all four pollutants and all three sites) and that all concentrations 
are positive on the original scale. The model given by Eq. 3 is additive on the log 
scale and can be transformed back to the original scale, as given by Eq. 4:

 ( ) ( )0 1 1 ... ,i i i i pi pi iy S S x S x E=  (4)

where S(*) = exp(s(*)) and Ei = exp(εi).
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This model structure is easy to interpret, since each predictor enters the 
model separately. However, potentially important interactions between two pre-
dictors (e.g. those between wind speed and wind direction) are not handled in 
the present study.

3.2. Model development
Each of the four pollutants were modelled separately using the model given 

by Eq. 3, with seven meteorological variables and three time variables applied via 
the gam modelling function in the r environment (r development Core, 2009) for 
statistical computing inside the mgcv package (Wood, 2006). As mentioned above, 
traffic density data for Zagreb were unavailable and thus three temporal variables 
were included to roughly account for traffic density and industrial emissions. The 
predictor hour of the day (hereafter HD) was used to account for diurnal variation 
not taken into account by other predictors, with values ranging from 1 (correspond-
ing to the time interval between 00 and 01 local standard time, LST) to 24 (cor-
responding to the time interval between 23 and 24 LST). Similarly, the variable 
day of the week (DW) was employed to account for weekly variations and varied 
from 1 (Monday) to 7 (Sunday). The variable day number (DN) varied from 1 (1 
Jan 2006) to 2557 (31 dec 2012) and was included to account for seasonal varia-
tions. If correlated at all, the available predictors were at most moderately corre-
lated (absolute values of correlation coefficients ranging from 0.00 to 0.58, not 
shown here). Although Aldrin and Haff (2005) inspected colinearity based on cor-
relation coefficients solely, in the present study we additionally calculated variance 
inflation factor (vIF) (Zuur et al., 2009). For all variables vIF values were lower 
than 3, and they were ranging from about 1.0 for the day of the week (DW) to 2.4 
for the relative humidity. Thus, we assumed that variables are not collinear, and 
that a regression method could be applied.

The first step in the selection of the individual model was to fit a preliminary 
model comprising time variables only (Eq. 5):

 ( ) ( ) ( ) ( )0 , 12 , 7 , 28 ,i ilog y s s HD k s DW k s DN k e= + = + = + = +        (5)

where k is the maximum number of knots used by the smoother. Since the em-
ployed air pollution data were seasonal, a predetermined smoothing parameter 
k was used for smoother construction. The smoothing spline for HD had 12 knots 
and was employed to account for processes on time scales larger than two hours, 
where the selected time scale threshold of 2 hours was optional. The variables 
DW and DN had 7 and 28 knots respectively, one for each day and each of the 
four seasons in the seven-year study period. To check the adequacy of these as-
sumptions, residual histograms and scatterplots were examined (not shown 
here). Both the histograms and scatterplots confirmed that the determined num-
bers of knots were appropriate. That is, the majority of residuals grouped around 
zero, while scatterplots of fitted values vs. residuals did not suggest any func-
tional dependency  (see Section 4.4.).
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Apart from Akaike’s Information Criterion (AIC), other methods for selecting 
final model are also applicable (e.g. Zuur et al., 2009). We decided to select the 
simplest and the least computational time consuming approach (Wood, 2001). 
All predictor variables of interest were added to the preliminary model as follows 
(Eq. 6):

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 , 12 , 7 , 28 ., ., . ., , ., .4 , . ,i ilog y s s HD k s DW k s DN k s temp k s press k s rel hum k s speed k s dir k s prec h k s prec week k e= + = + = + = + + + + + + + + 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 , 12 , 7 , 28 ., ., . ., , ., .4 , . ,i ilog y s s HD k s DW k s DN k s temp k s press k s rel hum k s speed k s dir k s prec h k s prec week k e= + = + = + = + + + + + + + + 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 , 12 , 7 , 28 ., ., . ., , ., .4 , . ,i ilog y s s HD k s DW k s DN k s temp k s press k s rel hum k s speed k s dir k s prec h k s prec week k e= + = + = + = + + + + + + + + . (6)

The unwanted terms were thereafter removed using three Wood’s criteria, 
that is, based on the answers to the following three questions within the frame 
of the mgcv package:

1)  Are the estimated degrees of freedom (EdF) of a particular term close to 1? 
2)  does the plotted 95% confidence band of a particular term include zero 

everywhere? 
3)  does the GCv score drop when the term is omitted? 
If the answer to all three questions is positive then the term should be omit-

ted. However, in the present study, the answers to all three questions were 
negative, that is, all predictors were associated with new statistically significant 
information and thus were kept in the model. 

Additionally, we used a hypothesis testing procedure in order to confirm the 
selection procedure. The significance of each variable in GAM was determined 
by means of analysis of variance (one-sided F-test). The test confirmed that all 
terms were significant at the 95% level (not shown here). This is further cor-
roborated by narrow confidence bands depicted in Figs. 3–11.

The smoothness of each function sj in the model determined by Eq. 6 is con-
trolled by a smoothness parameter, here expressed by the maximum number of 
knots for each smoother (k). This value must be chosen before the smoothing func-
tion is estimated. In the present study, the maximum number of knots for the time 
variables had already been selected, as discussed above. However, the maximum 
number of knots for the meteorological variables was still to be determined. This 
particular parameter should be large enough so that the main processes which 
govern concentration values are included in the model. As the number of knots 
increases, the function becomes less smooth but better fitted to data. However, if 
the number of knots is too large, the results are not improved and computational 
time is prolonged. The easiest method with which to choose the optimal knot 
number is forward validation, which is a special form of cross validation. In the 
present study, forward validation for each pollutant was based on hourly predic-
tions of concentrations for Zagreb-1, one day in advance. For each day and for a 
given maximum number of knots, the model was re-estimated using the data up 
to the day before the day in question. The logarithm of hourly concentrations for 
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the next day was then predicted, assuming that the predictors for that day were 
known. The prediction was afterwards compared to the logarithm of the actual 
(observed) value and the hourly prediction errors calculated. This procedure was 
repeated for each day of the chosen period and for each pollutant. Finally, the root 
mean squared error (rMSE) of the prediction was calculated. The entire procedure 
was then repeated for various choices of maximum knot number. Since it would 
have been too time consuming to vary the number of knots for each meteorological 
variable separately, we assumed that all variables had the same maximum num-
ber of knots. Within the framework of the mgcv package, after model computation, 
one can determine the actual number of knots used for each smoothing function. 
If the actual used number is smaller than k – 1, k can be considered sufficiently 
large (Wood, 2001). The minimum rMSE for each pollutant corresponded to k = 9. 
Insight into the actual number of knots for all predictors showed that a value of 
k = 5 was large enough only for the two precipitation variables. Accordingly, the 
maximum number of knots for these two variables was reduced. Further, it was 
assumed that the maximum number of knots for the other two sites was equal to 
that obtained for Zagreb-1.

The employed residuals ie  were in practice autocorrelated and as such could 
be described by an autoregressive model (Ar). Employment of an Ar is important 
for prediction and has little effect on the estimation of s functions. According to 
Liang and Zeger (1986), the produced estimates are consistent even though the 
autocorrelation is ignored. As a result, we chose to omit a model for the residuals. 
However, for the purpose of concentration forecasting, appropriate modelling of 
residuals would be necessary.

Finally, we constrained the GAM by assuming a gamma distribution. A 
gamma distribution was employed because the concentration values were > 0 
and their distribution skew positive. The gamma distribution considered appro-
priate for the observed concentration data (not shown here) generally reduces 
model errors for low concentration values.

We then calculated the squared correlation coefficient (explained variance; R2) 
for each model on the log scale. The aggregated impacts of local meteorological 
parameters on each pollutant were assessed in terms of the difference in r2 values 
between the model determined by Eq. 5 and the model determined by Eq. 6. Fur-
thermore, a measure of the relative importance of the predictor variables was 
calculated, with the partial response graphs plotted as percentage values. The 
employed measure of relative importance is expressed by Eq. 7 as follows:

 s s

s s
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−=
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2 2
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 ,                  (7)

where s−
2

j  is the unexplained variation (i.e. that not explained by the model 
when the effect of the j-th predictor variable is ignored; a minus sign in front of 
the subscript j is written in order to emphasise that j-th variable is omitted) and 



58  A. BELUŠIĆ ET AL: USING A GENErALIZEd AddITIvE MOdEL TO qUANTIFy THE INFLUENCE ...

s
2
 is the unexplained variation for the model given by Eq.  6. Summing the in-

dividual differences of all predictors gives the denominator. The partial effect is 
expressed by Eq. 8 as follows:

 
( )

( ),
100 j j

j j ref

S x

S x
 ,  (8)

where xref is a reference value. Since reference values do not affect results associ-
ated with partial effects qualitatively, they were chosen subjectively for every 
predictor. Namely, values 0 ºC (temperature), 1000 hPa (pressure), 97% (relative 
humidity), 0 deg (wind direction) and 0 m s–1 (wind speed), 0 mm (precipitation 
in the last four hours), 0 mm (precipitation during the last week), 1 (hour of the 
day), 1 (day number), and 1 (the day of the week) were selected. A more detailed 
description of relative importance and partial response can be found in Aldrin 
and Haff (2005). In the final section we present a statistical assessment of the 
model.

4. Results and discussion

4.1. The explained variation

Based on the data described in Section 2, the model given by Eq. 6 was em-
ployed to estimate the levels of four pollutants recorded at three different loca-
tions in Zagreb. Table 3 displays the explained variation for the entire model (r2) 
and for meteorological variables only (R2(met. var.)), where R2(met. var.) corre-

Table 3. Explained variation R2 for each pollutant concentration modelled on the log scale (third 
column). The fourth column (R2(met. var.)) shows the explained variation for meteorological variables 
only, that is, for the model defined by the difference between the models given by Eq. 6 and Eq. 5, 
respectively. The percentage value displayed in parentheses is the ratio of R2(met. var.) and  R2. As 
confirmed by a t-test, all correlation coefficients (R) are significant at the 0.05 significance level.

Pollutant Measuring site R2 R2 (met. var.)

CO (mg m–3)
ZG1
ZG2
ZG3

0.55
0.57
0.60

0.35 (63.64%)
0.33 (58.89%)
0.45 (75.00%)

SO2 (µg m–3)
ZG1
ZG2
ZG3

0.50
0.54
0.51

0.20 (40.00%)
0.15 (27.78%)
0.14 (27.45%)

NO2 (µg m–3)
ZG1
ZG2
ZG3

0.45
0.48
0.43

0.15 (33.33%)
0.14 (29.17%)
0.25 (58.14%)

PM10 (µg m–3)
ZG1
ZG2
ZG3

0.43
0.42
0.41

0.25 (58.14%)
0.19 (45.24%)
0.24 (58.54%)
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(a)                                                                                (b)

(c)                                                                                (d)

Figure 2. The relative importance of predictors for each of the four pollutants and all three measur-
ing sites. Predictor relative importance is the proportion (in %) of the variation explained by the j-th 
predictor variable in the model.

sponds to the explained variation of the new model, defined as the difference 
between the models given by Eq. 6 and Eq. 5, respectively. The percentage in the 
fourth column (shown in parentheses) is the ratio of R2(met. var.) and R2. values 
between 0.41 and 0.60 indicate that the model explains most of the variation, 
although considerable variation remains unaccounted for. The percentage in the 
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fourth column reveals that meteorology, at the local scale at least, is a rela-
tively strong driver of air quality in Zagreb. The highest values of R2 were ob-
tained for CO.

4.2. Relative importance

Figure 2 illustrates the relative importance of each predictor, as expressed 
in terms of the percentage of the variation explained by the j-th model predictor. 
According to these results, variables HD and DN are the most important predic-
tors for all three measuring sites and for all four pollutants, and in comparison 

Table 4. Summary of variable relative importance for CO, where 1 and 10 correspond to the most and 
the least important variable, respectively.

CO Temp. Press. Rel. hum. Dir. Speed Prec. 4 h Prec. Week HD DN DW

Zagreb-1 9 7 6 5 3 8 10 1 2 4

Zagreb-2 10 8 5 4 3 9 7 1 2 6

Zagreb-3 7 6 4 5 3 9 8 2 1 10

 
Table 5. Same as Tab. 4 but for SO2. 

SO2 Temp. Press. Rel. hum. Dir. Speed Prec. 4 h Prec. Week HD DN DW

Zagreb-1 8 10 7 5 4 9 6 2 1 3

Zagreb-2 8 9 4 6 5 10 7 2 1 3

Zagreb-3 8 7 5 3 4 10 6 2 1 9

 
Table 6. Same as Tab. 4 but for NO2. 

NO2 Temp. Press. Rel. hum. Dir. Speed Prec. 4 h Prec. Week HD DN DW

Zagreb-1 8 9 7 5 4 10 6 2 1 3

Zagreb-2 9 8 6 3 4 10 7 1 2 5

Zagreb-3 8 10 7 4 3 8 6 1 2 5

 
Table 7. Same as Tab. 4 but for PM10.  

PM10 Temp. Press. Rel. hum. Dir. Speed Prec. 4 h Prec. Week HD DN DW

Zagreb-1 4 9 6 10 5 7 3 2 1 8

Zagreb-2 4 8 5 10 6 9 3 2 1 7

Zagreb-3 2 6 8 7 5 9 4 3 1 10
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with meteorological variables, they are much more important (since they implic-
itly account for emissions). Meteorological variables have the largest impact at 
Zagreb-3. Although temperature has a strong influence on PM10, its influence on 
other pollutants is much weaker. As expected, based on a number of previous 
studies (e.g. Aldrin and Haff, 2005), relative humidity and air pressure have 
some effect on all pollutants. Wind speed and direction have a large effect on CO, 
NO2 and PM10, a pattern also found elsewhere (e.g. Levy et al., 2003). Both pre-
cipitation variables have some importance for PM10 but have little effect on the 
other three pollutants. In summary, meteorological variables seem to have the 
strongest and weakest impact on CO and SO2, respectively. Tables 4–7 display 
the order of predictor relative importance, where 1 and 10 correspond to the most 
important and least important variable, respectively. 

4.3. Partial effects
The actual estimated nonlinear smooth curves for Zagreb-3 are shown in 

Figs. 3–11, with the displayed curves illustrating the partial effects of each pre-
dictor on pollutant concentration. Curves were set to 100 at the chosen reference 
value of predictor x. The dashes adjacent to the x-axis indicate whether the 
value of the variable x appears in the analysis. dashed lines show 95% confidence 
intervals (that is, they indicate how frequently the value of interest is repeated). 

Figure 3. Actual estimated non-linear smooth curves for the Zagreb-3 measuring site, depicting the 
partial effects of each predictor on pollutant concentrations. The curve is set to 100 at the chosen 
reference value of the predictor x. Dashes adjacent to the x-axis appear only if variable x appears in 
the analysis. dashed lines show 95% confidence intervals. Partial effects of temperature on CO and 
PM10 are shown in panels (a) and (b), respectively. The results for SO2 and NO2 are similar to those 
obtained for CO.

(a)                                                                            (b)
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Curve interpretation (e.g. temperature and PM10) can be expressed as follows: 
When the temperature increases from 10 ºC to 30 ºC and all other predictors are 
constant, PM10 concentration increases from 100 to 300. Similar curves were 
obtained for Zagreb-1 and -2 (not shown).

Figures 3–11 are organised in the following manner: If only one panel is 
shown, the results for all four pollutants are similar. In this case, the results for 
only one pollutant are depicted for Zagreb-3. If two or three panels are shown, 
the results for the different pollutants vary. The effect of temperature is similar 
for CO, SO2 and NO2 (Fig. 3a displays only CO data). Temperatures below 0 ºC 
are associated with the occurrence of higher pollutant concentrations, which is 
consistent with increased fuel consumption in winter months. Temperatures 
above 10 ºC occur together with a slight increase in CO, SO2 and NO2 concentra-
tions, but a sudden increase in PM10 concentrations (Fig. 3b). This phenomenon 
is likely caused by rising SO2 levels, since the oxidation of SO2 is known to pro-
duce PM10 (e.g. ryaboshapko et al., 1996). We note however, that the increase in 
PM10 levels at higher temperatures observed in the present study is in contrast 
to the result found in Norway by Aldrin and Haff (2005).

Generally, the results obtained regarding the impact of mean sea level pres-
sure between 990 and 1030 hPa on pollutant concentrations were as expected. 
Figure 4a displays the results for CO, with Fig. 4b showing those for SO2; the 
data shown in these two figures are similar to those obtained for NO2 and PM10, 
respectively. During high pressure events, the atmosphere is, in general, stati-
cally stable. As such atmospheric stability limits vertical fluxes, near-ground 

Figure 4. Partial effect of mean sea-level pressure on CO (a) and SO2 (b). The results for NO2 and 
PM10 are similar to those obtained for CO and SO2, respectively.

(a)                                                                            (b)
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pollutant concentrations are higher. during low pressure events, the atmosphere 
is unstable and pollutants can be transported by vertical fluxes, which are thus 
associated with pollution dilution (e.g. Prtenjak et al., 2009; Pearce et al., 2011). 
However, as illustrated in Fig. 4b, the impact of pressure is not clear for ex-
tremely low and extremely high values, especially for SO2 and PM10. In any case, 
the obtained result cannot be considered reliable since only a few episodes of 
extremely low or high pressure were recorded in Zagreb during the study period. 

(a)                                                                            (b)

(c)

Figure 5. Partial effect of relative humidity on CO (a), SO2 (b) and NO2 (c). The results for PM10 are 
similar to those obtained for NO2. 
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The effect on SO2 and NO2 (Figs. 5b and 5c) is obvious for high values of 
relative humidity. The effect on NO2 in particular is similar to that on PM10, with 
concentrations initially increasing for rising relative humidity levels of up to 
about 80%, followed by a concentration decrease beyond this threshold. This drop 
in concentration is likely the result of pollutant wet deposition, in which SO2 and 
NO2 react with water vapour (H2O(g)) in the atmosphere to produce acid rain. A 
similar decrease in PM1 concentrations with high relative humidity was also 
found by Klaić et al. (2012) for residential Zagreb. However, the increase in SO2 
concentrations for low values of relative humidity is not clear. The effect of high 
relative humidity values is the opposite for CO. CO reacts with H2O to produce 
CO2, a reaction thus representing a CO sink. In contrast, the oxidation of meth-
ane (CH4) with OH radicals is the main source of atmospheric CO (e.g. Levy et 
al., 1971). As the oxidation of CH4 in the atmosphere is faster than the reaction 
of CO with water vapour and as there are more OH radicals available at higher 
relative humidity, CO concentrations increase.

Figure 6 shows the results obtained regarding the impact of wind direction. 
All pollutants exhibit maximum concentrations for directions around 330º and 
minimum concentrations at around 240º. CO (Fig. 6a), NO2 and PM10 all show 
secondary maxima for E–NE wind (70–100º), whereas SO2 (Fig. 6b) has a second-
ary maximum for wind directions of around 30º. It should be noted that this 
latter secondary maximum coincides with the secondary minima for CO, NO2 
and PM10. As Zagreb-3 is located south-west of the city’s industrial zone, this 
particular measuring site is subject to pollutant transport by north-easterly 

Figure 6. Partial effect of wind direction on CO (a) and SO2 (b). The results for NO2 and PM10 are 
similar to those obtained for CO.

(a)                                                                            (b)
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winds. The effect of north-north-easterly flows on CO (as well as NO2 and PM10) 
and SO2 concentrations are opposite (compare Figs. 6a and 6b), with the impact 
on CO being minimal and on SO2 maximal. Furthermore, we believe that the 
pattern found for W–NW flows, which have a large influence on the concentra-
tions of all four pollutants, might be due to urban sources found in western Za-
greb (the Špansko industrial zone). Another possible explanation for the influ-
ence of NW flows is perhaps the presence of older particles transported toward 
the measuring site via long-range transport (Klaić et al., 2012). However, it re-
mains rather difficult to distinguish the relative impacts of these processes. 
Considering the position of Zagreb-3 with respect to the city itself, one would expect 
N flows to be associated with maximum pollutant concentrations due to the night-
time down-slope winds established on southern slopes of Mount Medvednica (e.g. 
Klaić et al., 2002, 2003), which transport urban polluted air toward the measuring 
site. Similarly, daytime up-slope southerly winds should therefore contribute to a 
decrease in concentrations. The results, particularly for SO2 (Fig. 6b), confirm such 
a pattern. It should be noted that the impact of the above-mentioned wind direc-
tions on pollutant concentrations is the opposite to that found by Klaić et al. 
(2012) due to the different location of the selected measuring site.

Wind speeds at 2–4 m above the ground are presumably weaker than at 10 m 
due to stronger surface friction. Pollutant concentrations and wind speeds re-
corded in the present study exhibit a mainly negative correlation (Fig. 7), clear-
ly reflecting the effect of local ventilation. For weaker winds, the decrease in 
concentration with increasing wind speed suggests that ventilation predominates 
over pollutant advection. Low wind speeds and calm periods may indicate stable 
atmospheric conditions and thus pollutant concentrations are higher during such 
episodes. The results obtained for CO (Fig. 7a) and PM10 (not shown) exhibit 
similar patterns. Maximum SO2 concentrations occur at wind speeds of around 
6 m s –1 (Fig. 7b) and maximum NO2 concentrations (Fig. 7c) at 8 m s –1. Therefore, 
we believe that for stronger winds the wind speed effect is the opposite of that 
recorded for weaker winds; that is, pollution transport to the site via advection 
(regional and/or long-range transport of pollutants) predominates over local ven-
tilation, an effect also found for western winds over Zagreb by Klaić et al. (2012). 
In order to corroborate this hypothesis, the relationships between pollutant con-
centrations and both wind speed and direction must be determined. Since in the 
present study a certain amount of measurement data was missing, future work 
will aim to improve the model by including the relationship between wind speed 
and wind direction. 

As the obtained results regarding precipitation in the preceding four hours 
and preceding week are similar, only curves for the former variable are shown 
for CO and SO2 (Figs. 8a and 8b). At weaker precipitation intensities, the pres-
ence of precipitation decreases concentrations of all four studied pollutants, 
likely due to pollutant scavenging via rain drops or snow. Conversely, large 
precipitation intensities seem to correspond to higher pollutant concentrations, 
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a pattern also found by Aldrin and Haff (2005). It should be noted however, that 
higher intensity precipitation events (> 3 mm h –1) occurred much more rarely 
than those of weaker intensity during the study period. 

The time variable HD roughly accounts for the impact of traffic (Fig. 9). At 
the study sites, pollutant concentrations fall to a minimum at around 5 LST and 
increase until 10 LST, which corresponds to the morning rush hour. A secondary 
minimum can be observed at around 17 LST and a secondary maximum at 

(a)                                                                            (b)

(c)

Figure 7. Partial effect of wind speed on CO (a), SO2 (b) and NO2 (c). The effect on PM10 is similar 
to that on CO. 
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around 22 LST. Generally, concentrations are higher during morning hours than 
during the afternoon. HD could also represent the effects of diurnal variation in 
boundary layer height (BLH). The fact that the BLH is shallower in the morning 
than the afternoon could thus also explain the recording of higher concentrations 
during morning hours. 

Figure 8. Partial effect of precipitation averaged over the preceding four hours on CO (a) and SO2 
(b). The results for NO2 and PM10 are similar to those for CO. 

(a)                                                                            (b)

Figure 9. Partial effect of hour of day (HD) on CO. The results for NO2, SO2 and PM10 are similar to 
those obtained for CO.



68  A. BELUŠIĆ ET AL: USING A GENErALIZEd AddITIvE MOdEL TO qUANTIFy THE INFLUENCE ...

Figure 10. Partial effect of day number (DN) on CO. The results for NO2, SO2 and PM10 are similar 
to those obtained for CO.

Figure 11. Partial effect of day of the week (DW) on CO (a) and SO2 (b). The results for NO2 and 
PM10 are similar to those obtained for SO2. 

(a)                                                                            (b)

Analysis of the day number (DN) curve reveals a maximum in winter and a 
minimum in summer for every year during the study period (Fig. 10), suggesting 
the occurrence of a wintertime phenomenon which results in elevated pollutant 
concentrations. One possible reason for these higher concentrations is an in-
crease in emissions associated with fuel consumption (Chaloulakou et al., 2003). 
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Another possible reason could be related to the fact that the atmosphere is gen-
erally less stable in summer than in winter. Accordingly, pollution is trans-
ported via vertical fluxes to higher levels in summer and thus surface concentra-
tions should generally be lower (Klać et al., 2012). 

From Monday to Thursday (inclusive), pollutant concentrations remain more 
or less unchanged (Fig. 11). On Friday, concentrations increase, probably due to 
people travelling away from Zagreb (by car, bus, etc.) (Figs. 11a and 11b). during 
the weekend, concentrations decrease, a finding in accordance with those of 
Chaloulakou et al. (2003), with only CO levels increasing on Sunday (Fig. 11a). 

Analysis of the results reveals a clear distinction between the effects of hu-
man activity (anthropogenic emissions) and those of weather conditions, with 
the former roughly incorporated in the model via the use of temporal variables. 
Whereas the temporal variables data (Figs. 9–11) exhibit a noticeable depen-
dence on anthropogenic activity, the impact of meteorological variables varies 
under different synoptic conditions. Stable atmospheric conditions, such as those 
associated with high pressure, low winds and poor vertical mixing, favour the 
occurrence of higher concentrations of air pollutants (Prtenjak et al., 2009; Klaić 
et al., 2012) which in turn can affect human health. Conversely, unstable atmo-
spheric conditions (i.e., low pressure, high wind speeds and precipitation) tend 
to decrease pollutant concentrations, with the dominant convection processes 
diluting levels within the boundary layer.

4.4. Assessing the fit of the GAM
The use of a GAM in combination with partial effect plots proved an efficient 

method with which to characterise the relationship between individual meteo-
rological and time variables (the former representing local weather conditions 
and the latter  emissions) with well as air pollution. 

Figure 12. difference between measured (black) and modelled concentrations (red) of CO at Zagreb-3 
during 2012. Modelled values were obtained as a sum of the nonlinear functions of the meteorologi-
cal and several time variables. Comparison is presented at the original scale. dashed, red vertical 
lines indicate the end of each month.
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Figure 12 illustrates the difference between measured and modelled concen-
trations of CO at Zagreb-3; other pollutant and measuring site data are not 
shown as the results are similar to those presented in this figure. The compari-
son is presented at the original scale. As mentioned above, no traffic data were 
included in the model and thus one would expect the measured values to be 
slightly underestimated. Although the presented model underestimated the am-
plitude of pollutant concentration changes, it was able to describe temporal 
variation rather well. 

The final step is to estimate the model’s efficiency in describing the obtained 
data. Figure 13 illustrates the relationship between modelled and measured 
values of CO concentrations at Zagreb-3; again, other pollutant and measuring 
site data are not shown as they are similar to those presented in this figure. The 
red line represents the theoretical linear relationship (modelled=observed). For 
low concentrations, values follow a linear relationship, whereas for higher con-
centrations the scattering is more evident. 

residual plots also provide an insightful method which characterises model 
efficacy (for residuals see Section 3). Theoretically, mean residual values should 
be equal to 0. In the present study, those for CO, SO2, NO2 and PM10 were 0.00, 
–0.04, –0.14 and 0.02, respectively. Similarly, the correlation coefficients between 
residuals and fitted values should theoretically also be 0, with values of 0.00, 
–0.03, –0.04 and 0.00 for the above four pollutants recorded here. Given these 
figures, the employed model can be considered successful. Figure 14 clearly 
shows that the majority of residuals group around zero, as expected. Whereas 

Figure 13. relationship between modelled and measured CO concentrations at Zagreb-3 for the 
period 2006–2012. Correlation coefficient (r) equal to 0.66. The red line represents the theoretical 
linear relationship. 
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the left-hand scatter plot, which describes the relationship between residuals 
and fitted values, exhibits a random pattern, the right-hand plot, the residual 
histogram, exhibits a normal distribution for CO at Zagreb-3. 

A statistical evaluation of the model on the original scale for all pollutants 
at Zagreb-3 is presented in Tab. 8. Three main criteria should be employed for 
model evaluation: Measurement standard deviation must be similar to model 
standard deviation, and both the rMSE and the modified rMSE must be less 
than measurement standard deviation. In the present study only the first of 
these three criteria was not fulfilled, with the model generally underestimating 
values. However, the model was able to describe mean values rather well. The 
root mean squared error (rMSE) can be calculated via Eq. 9 as follows:

Figure 14. residual plots for CO at Zagreb-3 for the period 2006–2012. Left: relationship between 
residuals and fitted values; Right: histogram of residuals, exhibiting a normal distribution. The 
majority of residuals group around zero, as expected. For ease of comparison, the y-axis range on the 
left-hand plot and the x-axis range on the right-hand plot are the same.

Table 8. Statistical evaluation of the model on the original scale for all pollutants at Zagreb-3 for the 
entire 2006–2012 study period. The three main criteria employed for model evaluation are as follows: 
Measurement standard deviation must be similar to model standard deviation, and both the RMSE 
and modified RMSE must be less than measurement standard deviation.

CO (mg m –3) SO2  (μg m –3) NO2 (μg m –3) PM10  (μg m –3)

rMSE 0.19 5.16 13.12 16.00
IOA 0.86 0.76 0.80 0.75
Measurement standard deviation 0.30 7.46 19.39 20.82
Model standard deviation 0.23 6.25 14.51 13.36
Measurement mean 0.47 7.34 28.70 30.83
Model mean 0.47 7.63 29.42 30.81
Modified rMSE 0.19 5.16 13.12 16.00
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where O and M correspond to observed and modelled values, respectively, and 
n is the total number of measurements.

The index of agreement (IOA) is given by Eq. 10 (e.g. Hrust et al., 2009):
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where IOA=1 represents full agreement and IOA=0 corresponds to no agreement 
between modelled and measured values.

The modified rMSE is given by Eq. 11 as follows:
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5. Summary and conclusions

This paper presents a new method with which to estimate the relationship 
between each of four pollution variables – CO, SO2, NO2 and PM10 – and meteo-
rological as well as several time variables for the urban area of Zagreb, Croatia. 
The model is additive on the log scale, with estimation made using hourly data 
collected during a seven year period at three different locations. Estimates for 
the different locations share many common traits and exhibit a number of gen-
eral trends. Hence, similar models could be used in the future for other locations 
in Zagreb. 

The model provides a reasonably good fit in terms of the explained variance. 
At all three measuring sites, the best model performance was observed for CO. 
Explanation for this finding remains unclear and deserves further study. The 
time variables (hour of the day, day of the week and day number), which are 
supposed to roughly account for the time-dependence of anthropogenic emissions 
(i.e. traffic density and fuel burning), appear have the largest and a rather clear 
impact on air quality. In terms of the selected meteorological variables, the im-
pact of wind direction and speed is the strongest, followed by relative humidity 
and temperature. Meteorological variables were found to have the greatest im-
pact at the site that is in comparison with other two sites the most distant from 
urban pollution sources (Zagreb-3), except for SO2. Overall, stable atmospheric 
conditions, often accompanied by weak winds, calms and high mean sea level 
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pressure, increase pollutant concentrations, which can be harmful for human 
health (e.g. Pope and dockery, 2006). Conversely, unstable atmospheric condi-
tions, often accompanied by strong winds, low mean sea level pressure and pre-
cipitation, tend to reduce pollutant concentrations.

In summary, the relationship between air pollution (especially regarding 
changes in concentration) and meteorological variables was fairly well estimat-
ed by the employed GAM, with the primary aim of the present study thus 
achieved. However, the model is not suitable for prediction purposes. 

Future work should therefore preferably focus on model improvement. First-
ly, including traffic density (i.e. as a relevant input variable) as an additional 
predictor should lead to better data fitting in terms of amplitude. Also, the ad-
dition of boundary layer height as a predictor could improve model assessment. 
As the vertical structure of the atmosphere also affects pollution levels, the in-
corporation of radiosonde data may also contribute to a better understanding 
and modelling of the impact of atmospheric conditions on pollution levels. Fur-
thermore, in the present study we neglected possible interactions and/or relation-
ships between several predictors (Hastie and Tibshirani, 1990). However, it 
should be noted that any interpretation of the results obtained by such a complex, 
nonlinear model would be rather difficult.

Finally, although we focused only on quantifying the influence of meteorol-
ogy and time variables on pollution levels, the model may also be useful for 
forecasting pollutant concentrations if residual data are included. Certainly, in 
that case, reliable forecasts of all predictors would be required. Nevertheless, we 
can here conclude that temporal changes in CO, SO2, NO2 and PM10 concentra-
tions in Zagreb are substantially affected by local meteorological conditions.
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SAŽETAK

Određivanje utjecaja lokalnih meteoroloških uvjeta na kvalitetu 
zraka u Zagrebu primjenom generaliziranih aditivnih modela

Andreina Belušić, Ivana Herceg-Bulić i Zvjezdana Bencetić Klaić

U ovom se radu određuje utjecaj lokalnih meteoroloških uvjeta u Zagrebu na satnu 
koncentraciju odabranih polutanata: ugljikovog monoksida (CO), sumporovog dioksida 
(SO2), dušikovog dioksida (NO2) i lebdećih čestica aerodinamičkog polumjera do 10 µm 
(PM10) za razdoblje od 2006. do 2012. godine.  Primijenjena je nova metodologija za ur-
bano područje Zagreba. U modelu je logaritam satne koncentracije polutanata određen 
pomoću sume nelinearnih funkcija meteoroloških i nekoliko vremenskih varijabli. 
Uključene vremenske varijable opisuju vremenske promijene u emisijama. Takav model 
pripada generaliziranim aditivnim modelima (GAM) i aditivan je na logaritamskoj skali, 
što rezultira umnošcima na originalnoj skali. Iako je model nelinearan, rezultati se vrlo 
lako interpretiraju, opisujući utjecaj meteoroloških uvjeta i emisija na kvalitetu zraka 
pomoću relativne važnosti i parcijalnih utjecaja. Provedena je i statistička procjena 
uspješnosti modela. U konačnici, dobiveni rezultati su pokazali da su najvažnije varijable 
one koje opisuju emisije. Ukupni utjecaj meteoroloških varijabli u modelu objasnio je 45% 
varijance za CO, 14% za SO2, 25% za NO2 i 24% za PM10. Time je pokazano da meteorološki 
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uvjeti, barem lokalno, osjetno utječu na kvalitetu zraka u Zagrebu. Stabilni atmosferski 
uvjeti u urbanom okruženju pogoduju većim koncentracijama navedenih polutanata. Pri 
nestabilnim atmosferskim uvjetima dominira konvekcija,  koja razrjeđuje koncentracije 
polutanata unutar graničnog sloja.

Ključne riječi: atmosferski granični sloj, kvaliteta zraka urbanog područja, statističko 
modeliranje
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