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Abstract

Flyrock is an undesirable phenomenon resulting from blasting in open-pit mines, posing significant risks to both envi-
ronmental and human safety. Given these risks, a comprehensive study of flyrock is essential to mitigate its adverse ef-
fects. This study presents a novel hybrid intelligent model designed to predict and minimize flyrock distance by integrat-
ing an Artificial Neural Network (ANN) with a Honeybee Optimization Algorithm. Utilizing a dataset of 334 blast re-
cords collected from the Sungun copper mine, various ANN models were developed and evaluated. After assessing
multiple models through a formal scoring system, the most effective one was selected for optimization. The chosen ANN
model demonstrated strong predictive performance, achieving coefficients of determination (R?) of 0.8930 and 0.8874,
as well as root mean square error (RMSE) values of 0.2486 and o0.2512 for the training and testing phases, respectively,
outperforming conventional empirical models. To further refine the blast pattern for safety, the Honeybee Optimization
Algorithm was employed to minimize the predicted flyrock distance. The optimal flyrock distance was determined to be
7.25 meters, reflecting a 27.5% reduction compared to the lowest observed value in the collected data. This demonstrates

the superiority of the proposed hybrid approach in enhancing blasting safety and efficiency.
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1. Introduction

Optimising mining operations from blast pattern de-
sign to fragmentation prediction and equipment perfor-
mance enhancement is crucial for increasing productiv-
ity, reducing operational costs, and minimising environ-
mental impacts. Recent research demonstrates that
integrating mathematical modelling with artificial intel-
ligence (Al) techniques, such as neural networks and
metaheuristic algorithms, significantly improves the ac-
curacy and effectiveness of mining process predictions
and control strategies (Khajevand et al., 2025; Mirzehi
Kalateh Kazemi et al., 2023; Mirzehi et al., 2023;
Monjezi et al., 2007; Moreno et al., 2015; Rezakhah
& Moreno, 2019).

Blasting is a fundamental operation in mining, critical
for rock fragmentation and material handling. However,
only about 15-20% of the explosive energy contributes
to effective fragmentation and displacement. The re-
maining energy is often wasted due to various factors,
leading to undesirable outcomes such as flyrock (Raina,
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2023). Flyrock presents serious safety hazards, can dam-
age equipment, escalate operational costs, and ultimate-
ly lower overall productivity. Its occurrence is influ-
enced by both uncontrollable factors (e.g. rock strength)
and controllable factors (e.g. explosive energy, blast de-
sign). A mismatch between these variables can result in
hazardous flyrock incidents.

Several studies have sought to understand and predict
flyrock behaviour. For example, Adhikari et al. (1999)
investigated the influence of blast design parameters on
flyrock and offered strategies for mitigating its risks. Ar-
tificial neural networks (ANNs) have been shown to ef-
fectively forecast flyrock distance and fragmentation
(Monjezi et al., 2010), while a Mamdani fuzzy infer-
ence system demonstrated superiority over traditional
statistical models in predicting flyrock distances (Rezaei
et al., 2011).

Recent studies show that combining optimization
techniques with machine-learning algorithms signifi-
cantly improves flyrock distance prediction accuracy.
The ACWNNSR model, integrating ANN, fuzzy cogni-
tive maps, and Z-number theory, demonstrated strong
predictive capability (Hosseini et al., 2022). Embedding
particle swarm optimization and jellyfish search into
ANN training highlighted charge weight, powder factor,
and hole angle as key inputs (Wang et al., 2023). The
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LSSVM-WOA hybrid ensured robust and stable fore-
casts (Ding et al., 2023). ANFIS models coupled with
variable selection procedures identified burden as the
most critical parameter (Hudaverdi, 2022). Among tree-
based learners, AdaBoost delivered the best performance
and singled out powder factor as the dominant influence
(Yari, et al., 2023). The equilibrium-optimizer—extreme
learning machine (EO-ELM) approach also pinpointed
the most sensitive variables (Bhatawdekar, et al., 2023).
Finally, the Harris Hawks optimization—enhanced multi-
layer perceptron (HHO-MLP) achieved the highest
overall modeling accuracy (Murlidhar, et al., 2021).

Similarly, an empirical equation for flyrock prediction
was proposed based on dimensional analysis and vali-
dated using Monte Carlo simulations, confirming its re-
liability in modelling blast parameter variability (Gha-
semi et al., 2012). More recent research has also shown
that incorporating geomechanical factors, such as elastic
wave velocity, into blast fragmentation models can en-
hance prediction accuracy and support better blast de-
signs in open-pit mining (Tajik et al., 2023).

In related work, a hybrid approach was applied, com-
bining the artificial bee colony (ABC) algorithm with
ANN to optimise the safety factor in retaining walls,
demonstrating the robustness and precision of such hy-
brid methods (Noroozi Ghaleini, et al., 2019). Building
on this foundation, the present study employs neural net-
works to predict flyrock based on various blast pattern
configurations. A scoring system was developed to as-

Figure 1. Drilling and Blasting Area in Sungun Copper Mine

sess multiple models and identify the best-performing
one. Subsequently, the bee colony optimisation algo-
rithm was applied to determine the optimal blast pattern
parameters to effectively reduce flyrock and improve
blasting efficiency. This research, therefore, aims to op-
timise and control flyrock using neural networks and
metaheuristic algorithms and compares these Al-driven
models with conventional flyrock prediction approaches
to evaluate their practical viability and performance.

Flyrock is the leading safety risk in open-pit blasting,
yet most Al models merely predict throw distance with-
out offering design corrections and rely on small, un-
validated datasets. This study fills that gap with the first
closed-loop ANN + Honey-Bee Optimizer: a high-accu-
racy neural network models flyrock behaviour, while the
optimizer adjusts charge, spacing and angle until the
predicted distance meets legal limits. Validation on 334
real blasts from the Sungun copper mine confirms both
higher accuracy and direct, actionable control, deliver-
ing a practical tool for reducing flyrock in day-to-day
operations.

2. Field Investigation and Data Collection

To develop a predictive and optimization model for
blast parameters aimed at minimizing flyrock, a total of
334 new datasets were collected from the Sungun cop-
per mine, located in northwest Iran, approximately 35
km from Varzaghan in East Azerbaijan province. This
mine is characterised by a hydrothermal ore deposit with
mineralisation associated with the Cenozoic Sahand-
Bazman orogenic belt, hosted within altered quartz-
monzonite rocks. The primary ore minerals include chal-
copyrite, pyrite, chalcocite, cuprite, and malachite, with
copper being the principal extracted resource. Addition-
ally, the deposit contains economically significant
amounts of gold, silver, and molybdenite. Figure 1 il-
lustrates the operational area of the Sungun copper mine.

Each dataset comprises key blasting parameters, in-
cluding stemming, burden and spacing, blast hole diam-
eter, blast hole length, sub-drilling length, specific
charge, and flyrock distance. A descriptive statistical
analysis was conducted on the collected datasets, with
the results summarised in Table 1.

Table 1. Statistical Characteristics of the Data Used in the Network

Parameter Minimum Maximum Mean Standard Deviation Data Type
Blast Hole Diameter (in) 3 6 5 0.79 Input
Blast Hole Length (m) 3 12.5 10.81 6.98 Input
Spacing (m) 2 6.5 4.76 0.87 Input
Burden (m) 2 5 3.96 0.68 Input
Stemming Length (m) 1.8 4.5 3.78 0.67 Input
Specific Charge (kg/m?) 0.1 1 0.42 0.12 Input
Sub-drilling Depth (m) 0 54 0.27 0.55 Input
Flyrock Distance (m) 10 100 67 21.5 Output
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The selected input variables include both fundamen-
tal blast design parameters and a derived parameter
known as Specific Charge. Although Specific Charge is
mathematically related to other inputs, its inclusion as a
distinct variable is justified because it represents the
overall concentration of explosive energy a critical fac-
tor in flyrock generation that geometric parameters alone
do not fully capture. It is important to note that while
uncontrollable geological factors can also contribute to
flyrock, this study focuses on optimizing the controlla-
ble design parameters to minimize risk. The minimum
recorded flyrock distance of 10 meters, although rela-
tively short, was classified as a flyrock event according
to site-specific safety protocols, as it landed beyond the
designated safety perimeter, thereby necessitating its in-
clusion in the dataset.

3. Artificial Neural Network

Artificial neural networks (ANNSs) are designed to
mimic the structure and functionality of the human
brain. Essentially, an ANN consists of interconnected
neurons arranged in multiple layers, where each neuron
acts as a simple processing unit that transmits informa-
tion to others within the network. A large collection of
these neurons forms a neural network. One of the most
widely used learning algorithms in perceptron neural
networks is the feedforward learning algorithm (Lagu-
na & Marti, 2002), which operates based on the error
correction learning law, a generalisation of the least-
means algorithm.

Feedforward neural networks consist of three main
layers: an input layer, a hidden (middle) layer, and an
output layer. While the number of hidden layers is not
restricted, a single hidden layer is often sufficient for
solving complex nonlinear problems. The feedforward
learning process is divided into two stages: the feedfor-
ward stage and the backward (error correction) stage. In
the feedforward stage, inputs are passed sequentially
through each layer, ultimately producing an output as
the responses of the network. During the forward phase,
synaptic weights are initialised. In the backward phase,
these weights are adjusted based on error correction
rules. The difference between the predicted response of
the network and the desired (expected) response, known
as the error signal, is propagated backward through the
network, refining the synaptic weights to improve pre-
diction accuracy.

To evaluate the network’s performance, the coeffi-
cient of determination (R?) and root mean square error
(RMSE) were used to measure the correlation between
predicted and actual flyrocks. In this study, the neural
network was implemented using the Liineburg-Marque-
tte learning algorithm, one of the most widely used opti-
misation techniques in ANN training. Based on prior
research, the network structure was selected with three
layers, an input layer with 7 input variables, a hidden

layer and an output layer with a single output. A single
hidden layer is sufficient to approximate any nonlinear
function. Various studies have explored optimal meth-
ods for determining the number of neurons in the hidden
layer, offering mathematical approaches to avoid the
trial-and-error method. Equations 1 to 6 outline the es-
tablished methodologies for selecting the appropriate
number of hidden neurons (Hecht-Nielsen, 1987; Hor-
nik et al., 1989; Masters, 1993; Paola, 1994; Ripley,
1993; Wang, 1994).
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In this study, the neural network was implemented us-
ing the Levenberg-Marquardt learning algorithm. This
algorithm was chosen due to its high efficiency and fast
convergence rates for training small to medium-sized
feedforward neural networks, making it well-suited for
the dataset size in this research (Ampazis & Perantonis,
2000).

In this study, N. represents the number of inputs, while
N, denotes the number of outputs in the model. Based on
recommended parameter values, the Levenberg-Mar-
quardt learning algorithm was implemented using a neu-
ral network with a hidden layer containing 2 to 15 neu-
rons. To determine the most effective model, the coeffi-
cient of determination (R?) and root mean square error
(RMSE) were evaluated for both the training and testing
phases. A comparative analysis was conducted by as-
signing scores to each model configuration. The scoring
process involved awarding the highest score to models
with the largest R? values, while lower scores were as-
signed as R? decreased. Conversely, models with the
lowest RMSE values received the highest scores, with
scores decreasing as RMSE increased. At the end of the
evaluation, the scores for each model configuration were
summed to determine the overall performance ranking
(Kaastra & Boyd, 1996).

The scoring process involved four criteria: R* for
training, RMSE for training, R? for testing, and RMSE
for testing. For each criterion, the 14 models were ranked
from best (rank 14) to worst (rank 1). For R a higher
value received a higher rank, while for RMSE, a lower
value received a higher rank. The final score for each
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Figure 2. Schematic of a Basic Artificial Neural Network
(ANN) with Input, Hidden, and Output Layers

model was the sum of its four ranks, allowing for a bal-
anced assessment of both accuracy and generalisation
ability.

Figure 2 presents a schematic diagram of how the
neural network works.

4. Honeybee Optimisation Algorithm

The Honeybee Optimisation Algorithm is inspired by
the collective behaviour of bee colonies, where individ-

ual bees, though simple on their own, work together to
form a highly organised and efficient system for discov-
ering and exploiting nectar resources. Within a colony,
bees are divided into three main groups, each assigned a
specific task in foraging.

The first group consists of scout bees, responsible for
exploring the environment and new food resources.
Once a scout bee finds a suitable resource, it returns to
the hive and communicates its location through a move-
ment known as the circular dance. The second group, the
worker bees, focuses on exploiting these discovered
food resources, ensuring efficient nectar collection. The
third group, the onlooker bees, remains in the hive, ob-
serving the circular dance of the scout bees. Based on
the quality of the reported resources, onlooker bees se-
lect the most promising sites for further extraction. The
Honeybee Optimisation Algorithm was first introduced
by Karaboga in 2005 (Karaboga, 2005). Since then, ex-
tensive research has been conducted on bee behaviour in
nature, leading to the development of optimisation algo-
rithms inspired by their social structure. While this algo-
rithm has been applied in various fields, one of its nota-
ble implementations in mining is the prediction and op-
timisation of the backbreak caused by blasting operations
(Ebrahimi et al., 2016; Kanellopoulos & Wilkinson,
1997; Rezaei et al., 2011; Sayadi et al., 2013; Zorlu et
al., 2008). The algorithm follows a structured process
consisting of four key stages. As illustrated in Figure 3,
the workflow of the Bee Algorithm is structured into

| INITIALIZATION |

1. Generate initial population of food sources (solutions)

2, Assign worker bees

Y

ITERATION

BEES:
1.Select food
sources

SEND WORKER BEES:
1.Exploit current food sources
2.Evaluate fitness

sources

SEND ONLOOKER

2.probabilistically
(based on fitness)
3.Further exploit

SEND SCOUT BEES:
1.Discover new food sources
(if existing sources are exhausted)

TERMINATION CONDITION

Max iterations reached? I

Fitness threshold met?

Figure 3. Flowchart of the Bee Algorithm illustrating its three primary phases: Initialisation, Iteration,
and Termination Condition evaluation.
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three core phases: Initialization, Iteration, and Termina-
tion Condition Evaluation, ensuring a systematic optimi-
zation process. The main steps of the Bee Algorithm are
outlined in Karaboga & Basturk (2007):

Step 1: In the initial phase of the algorithm, the bee
population is equally divided into worker bees and non-
worker bees. Each food source is assigned a single
worker bee, which means the number of worker bees
corresponds directly to the number of food sources
around the hive. Consequently, within the defined solu-
tion space, the initial solution is generated based on the
number of food sources. Once these initial solutions are
established, their respective values are compared using
problem-specific evaluation functions.

Step 2: In this step, for each of the answers to the
problem, a new answer is created using the relationship:

Vii =%, T, (xi-j - xk«j) ™)
ie{l2..BN}
je{l.2..D}

ke{l2..BN} nk#i
pel[-1.1]

Where x, is the j* parameter of the i solution of the
problem, v, is the j™ parameter of the new solution, i is a
number from one to the number of solutions to the prob-
lem, @ is a random number in the range of -1 to 1, k is a
random number from one to the number of solutions to
the problem, BN is the number of initial solutions to the
problem, and D is the number of optimization parameters.

After creating a new solution, if the value of this solu-
tion is greater than the value of the previous solution, it
will be replaced; otherwise, this solution will be forgotten.

Step 3: In this step, the probability of receiving a
bee from each source is calculated using the following
formula:

__

=W ®)
2. /i,

i

Where fit, is the fitness of source 1 (varies depending
on the type and size of the problem and must be deter-
mined by the user) and p, is the probability of selecting
source i by observer bees. According to the fitness, a
number of bees are assigned to each source. After calcu-
lating the value of each source using Equation 7, a new
answer is created for the selected answers. If this answer
has a higher value than the previous answer, this answer
replaces the previous answer, and otherwise, a penalty is
imposed. The purpose of the penalty is to create a coun-
ter for the number of non-improvement answers, and if
the answer does not improve, one unit is added to its
value.

Step 4: In this step, if the counter of the number of
non-improvement answers reaches a predetermined lim-
it (C_ ), this answer will be replaced with a random an-
swer. Also, in this step, the conditions for the end of the
iterations are checked. If the termination conditions of
the algorithm are met, the iterations will end, otherwise,
it will return to step two.

The implementation of the Honeybee algorithm in
this study involved setting several key parameters to en-
sure robust optimisation. The algorithm was run with a
population size of 50 bees for 100 iterations. The fitness
function was defined as the inverse of the flyrock dis-
tance predicted by the optimised ANN model, aiming to
minimise this output. The termination condition was set
to the maximum number of iterations. The search space
for each blast parameter was constrained within the ob-
served minimum and maximum values from the collect-
ed dataset presented in Table 1.

5. Conventional Predictor

Conventional empirical methods are used as a basis
for predicting flyrock distance in surface blasting opera-
tions. These models are developed based on field data
and simplified mathematical relationships, each consid-
ering specific parameters. Some of the most important
conventional models are:

5.1. Lundborg et al. Equation (1981)

This model provides the following relationship
based on the diameter of the blast hole (d) and specific

charge (¢):

max

L. =143d(g-02) 9)

Where:
[ ..=Maximum throw (m),
d = Hole diameter (inch),
q = Specific charge (kg/m?).

6. Results and Discussion
6.1 Prediction by ANN

The artificial neural network (ANN) model demon-
strated robust predictive performance for flyrock dis-
tance. A total of 14 neural network configurations were
evaluated, varying the number of neurons in the hidden
layer (2 to 15). The best-performing model (Model 7)
achieved a coefficient of determination (R?) of 0.8930
and 0.8874 for the training and testing phases, respec-
tively, with root mean square error (RMSE) values of
0.2486 and 0.2512. These results highlight the model’s
ability to generalise well to unseen data, indicating strong
nonlinear approximation capabilities. The selected ANN
structure consisted of 7 input parameters (blast hole di-
ameter, length, spacing, burden, stemming, specific

Rudarsko-geolosko-naftni zbornik 2025, 40 (5), pp. 141-152, https://doi.org/10.17794/rgn.2025.5.11



M. Rezakhah, E. Nemati, A. Batarbiat et al.

146

Table 2. Predicted Values for Flyrock

No. No. Train Test Train Test Total
Model | Neuron | g2 RMSE R? RMSE | rank R? | rank RMSE | rank R? | rank RMSE | Score
1 2 0.8082 0.3399 0.7726 0.3391 1 1 2 4 8
2 3 0.8354 0.3035 0.7957 0.3302 3 3 5 5 16
3 4 0.8299 0.3058 0.8154 0.3122 2 2 6 6 16
4 5 0.8593 0.2784 0.8612 0.2532 4 4 8 12 28
5 6 0.8761 0.2676 0.8742 0.2638 10 10 10 10 40
6 7 0.8742 0.2689 0.8705 0.2728 9 9 9 8 26
7 8 0.8930 0.2486 0.8874 0.2512 14 13 13 14 54
8 9 0.8780 | 0.2655 0.8742 0.2668 11 11 10 9 41
9 10 0.8668 0.2782 0.8949 0.2530 6 5 14 13 38
10 11 0.8686 0.2726 0.8761 0.2536 7 12 11 38
11 12 0.8892 0.2486 0.7832 0.3633 13 13 4 3 33
12 13 0.8686 0.2729 0.8354 0.3068 7 7 7 7 28
13 14 0.8780 0.2648 0.7140 0.4025 11 12 1 1 25
14 15 0.8630 0.2757 0.7762 0.3755 5 6 3 2 16
train
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Figure 6. Comparison graph between the Lundborg method and actual flyrock

charge, and sub-drilling depth), a single hidden layer
with 8 neurons, and one output (flyrock distance). Sensi-
tivity analysis revealed that burden (B) and stemming
length were the most influential parameters, contributing
to 70.8% of the variance in flyrock predictions. Table 2
shows the results of this neural network analysis.

6.2. Prediction by Conventional Predictor

The evaluation of traditional flyrock prediction meth-
ods, by Lundborg (1981), revealed significant limita-
tions in their accuracy. For the Lundborg model, the root
mean square error (RMSE) was calculated as 121.1 me-
ters, with a coefficient of determination (R?) of 0.52.
This indicates that the model explains only 52% of the
variance in flyrock distances and suffers from oversim-
plification, as it ignores critical parameters like rock
strength and explosive energy. For example, in sample
predictions, the model estimated a flyrock distance of
110.1 meters for an actual value of 50 meters, highlight-
ing its unreliability. Figure 6 presents a comparative
analysis of the Lundborg method versus actual flyrock
measurements.

6.3. Flyrock Minimization using the Honeybee
Algorithm

As previously mentioned, the search process contin-
ues until the minimum flyrock value is identified. Multi-
ple iterations of the Honeybee algorithm were executed
using different population sizes of bees. Figure 7 shows
the execution of the algorithm in minimizing flyrock dis-
tance.

Based on the results, the minimized flyrock distance
was determined to be 7.25 meters. As indicated in Table
1, the initial minimum flyrock distance was approxi-

Cost Function
100

920
80
70
60
50

40

Optimized Flyrock

30

20

100 150
Repetition

200 250

Figure 7. Minimization of the amount of Flyrocks throw
in meters

mately 10 meters. By implementing the Honeybee opti-
misation algorithm, this value was reduced by 27.5%,
demonstrating a significant improvement. Additionally,
optimal values were obtained for key blasting parame-
ters, including blast hole diameter and length, sub-drill-
ing depth, burden, spacing, and stemming, as presented
in Table 3.

6.4. Comparative Analysis

This paper compares flyrock prediction in mining
blasting operations using two intelligent methods: Artifi-
cial Neural Networks (ANN) and Honeybee Optimiza-
tion Algorithm, with traditional models. The ANN mod-
el demonstrated better performance compared to con-
ventional models. Specifically, the ANN model achieved
R? values of 0.8930 for training and 0.8874 for testing,
indicating high predictive accuracy and effective simula-
tion of flyrock behaviour. In contrast, the traditional
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Table 3. Blasting pattern optimisation values

Parameter Optimal Value
Diameter(in) 4

Holes length(m) 6
Sub-drilling (m) 0
Burden (m) 3
Spacing (m) 3.5
Stemming (m) 2

120

R* Score

04

RMSE (meters)

02

00— 0
ANN Model Lundborg Model

Figure 8. Comparative Analysis of Flyrock Prediction
Models

Lundborg model, based on simplified mathematical rela-
tionships, only explained 52% of the variance in flyrock
distance and showed poor prediction performance.
Furthermore, a statistical t-test on the prediction er-
rors confirmed that the lower RMSE of the ANN model

compared to the Lundborg model is statistically signifi-
cant (p < 0.05), validating its superior performance.

Moreover, this model overlooks important parameters
such as rock strength and explosive energy, which can
lead to inaccurate results. The Honeybee Optimization Al-
gorithm was then applied to optimize blast parameters
and reduce flyrock. The algorithm optimized parameters
like blast hole diameter, length, sub-drilling depth, spac-
ing, and stemming length, reducing the flyrock distance
from 10 meters to 7.25 meters, which represents a 27.5%
improvement. This demonstrates that the Honeybee algo-
rithm, using modern optimization methods, can signifi-
cantly reduce flyrock distance. Sensitivity analysis in the
study revealed that the burden parameter has the greatest
impact on reducing flyrock, while stemming and specific
charge have the most influence on increasing it.

Compared to traditional models, which rely on simpli-
fied empirical relationships, intelligent methods like ANN
and Honeybee can provide more accurate predictions and
more effective optimization of the blasting process in
mines. These results show that intelligent techniques can
significantly help in controlling flyrock and improving
safety and productivity in mining operations.

7. Evaluating the Influence of Blasting
Parameters on Flyrock

Several advanced analytical methods, namely, Pear-
son correlation analysis, multiple regression modelling,
random forest regression, and permutation importance
analysis, were applied to evaluate the impact of various
blasting parameters on flyrock. The key findings from
these analyses are as follows:
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7.1. Analysis with Pearson correlation

Figure 9 shows a heatmap illustrating the Pearson
correlation between input parameters and flyrock dis-
tance. Among these parameters, burden (B) exhibits the
most significant negative correlation with flyrock, indi-
cating that an increase in burden leads to a considerable
reduction in flyrock distance. Conversely, stemming
length and specific charge show the strongest positive
correlation, suggesting that an increase in these param-
eters results in a greater flyrock distance.

7.2. Multiple Regression Model

To quantify the contribution of each parameter, a mul-
tiple regression model was established (see Figure 10).
The model achieved an R? value of 0.708, indicating that
approximately 70.8% of the variations in flyrock can be
explained by the selected variables. Among these param-
eters, burden exhibited the strongest negative correlation

with flyrock, meaning an increase in burden leads to re-
duced flyrock distance. Conversely, stemming length and
specific charge demonstrated a significant positive cor-
relation, indicating that higher values of these parameters
contribute to increased flyrock distance.

7.3. Feature Importance Analysis
(Random Forest Model)

To validate these results, a feature importance analy-
sis was conducted using the Random Forest model (see
Figure 11). The analysis confirmed that burden, stem-
ming, and specific charge are indeed the most influential
factors affecting flyrock behaviour. The results suggest
that optimising Burden can significantly reduce exces-
sive flyrock, while proper adjustments of stemming
length and specific charge ensure a more controlled en-
ergy distribution.

Multiple Regression Analysis: Coefficients with Confidence Intervals
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Table 4. Consolidated Summary of Sensitivity Analysis Results

Feature Pearson Correlation |Regression Coeff. | Random Forest Imp. | Permutation Imp. | Overall
(Rank) (Rank) (Rank) (Rank) Influence

Specific Charge 1 (Positive) 1 (Positive) 1 1 Very High
Burden 2 (Negative) 2 (Negative) 2 2 Very High
Stemming 3 (Positive) 3 (Positive) 3 3 High
Hole Diameter 4 4 4 4 Medium
Spacing 5 5 5 6 Low
Bench Height 6 6 6 5 Low
Sub-drilling 7 7 7 7 Very Low

7.4. Permutation Importance Analysis

In order to improve the sensitivity analysis, a permuta-
tion importance method was used (see Figure 12). Such a
method systematically changes each variable with its val-
ue to see its significance on flyrock prediction. The find-
ings are consistent with burden as the most impactful
variable in reducing flyrock, with stemming and specific
charge causing the distance of flyrock, respectively.

The results of the various sensitivity analyses consist-
ently show that burden, stemming, and specific charge
are the three most crucial parameters influencing fly-
rock. However, although burden as a major factor helps
fight the rock throw, stemming and specific charge in-
crease flyrock and therefore require key optimisation.

These results have been statistically confirmed using a
multiple regression model and correlation analysis, while
Random Forest and Permutation Importance validated
this systematic and well-established finding as machine-
learning-based. The congruence of these methods further
validates the results and allows for confirmation that
changes to burden, stemming, and specific charge in the
blast design can greatly enhance flyrock control.

To consolidate the findings from the different analyti-
cal techniques, Table 4 provides a summary of the pa-

rameter importance rankings. The consistency across all
four methods strongly validates the identification of bur-
den, stemming, and specific charge as the most critical
parameters governing flyrock.

8. Conclusions

This study successfully demonstrated the develop-
ment and application of a hybrid intelligent system,
combining an Artificial Neural Network (ANN) with a
Honeybee Optimisation Algorithm, for the prediction
and minimisation of flyrock in surface mining. The key
novelty of this research lies in its integrated approach,
moving beyond simple prediction to provide optimised,
actionable blast design parameters for enhanced safety.

The developed ANN model, selected through a sys-
tematic scoring method, showed excellent predictive ca-
pabilities with high R? values (0.8930 for training,
0.8874 for testing) and low RMSE values, significantly
outperforming traditional empirical methods. A compre-
hensive sensitivity analysis consistently identified bur-
den, stemming, and specific charge as the most influen-
tial parameters affecting flyrock distance. The practical
implication of this work is significant. By applying the
Honeybee algorithm to the validated ANN model, blast
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parameters were optimised to achieve a minimum fly-
rock distance of 7.25 meters, representing a 27.5% re-
duction from the safest observed blasts in the field data.
This result confirms that data-driven optimisation can
lead to considerable improvements in operational safety
and efficiency.

For future research, it is recommended to apply this
hybrid model to other mine sites with different geologi-
cal conditions to test its robustness. Furthermore, incor-
porating geomechanical variables (e.g. rock mass rating,
joint properties) as inputs could further enhance the
model’s accuracy. Finally, the performance of the Hon-
eybee algorithm could be benchmarked against other
state-of-the-art metaheuristic algorithms to explore fur-
ther potential for optimisation.
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Integriranje procjene umjetne neuronske mreze s optimizacijom algoritmom pcela
za smanjenje izlijetanja komada stijena pri miniranju u povrsinskome kopu

Lete¢i komadi stijena (flyrock) neZeljena su i opasna pojava koja nastaje tijekom miniranja u povrsinskim kopovima, a
mogu imati ozbiljne posljedice na okolis i sigurnost ljudi. Zbog tih rizika nuzno je provesti detaljno istrazivanje ovoga
fenomena kako bi se smanyjili njegovi negativni u¢inci. U ovome se radu predstavlja novi hibridni inteligentni model koji
omogucuje predvidanje i smanjenje udaljenosti izlijetanja stijena kombiniranjem umjetne neuronske mreze (ANN) s
optimizacijom algoritmom pcela. Analiza je provedena na temelju skupa od 334 zapisa miniranja prikupljenih iz povr-
sinskoga kopa rudnika bakra Sungun. Razvijeni su razli¢iti modeli neuronskih mreza koji su potom vrednovani. Nakon
procjene modela pomoéu formalnoga sustava bodovanja odabran je najuspje$niji model za optimizaciju. Taj odabrani
ANN model pokazao je izvrsna prediktivna svojstva s koeficijentima determinacije (R2?) od 0,8930 za fazu treniranja i
0,8874 za fazu testiranja te s vrijednostima srednje kvadratne pogreske (RMSE) od 0,2486 i 0,2512. Time je postigao bolje
rezultate u odnosu na klasi¢ne empirijske modele. Za dodatnu optimizaciju obrasca miniranja i povecanje sigurnosti
kori$ten je algoritam pcela s ciljem minimizacije predvidene udaljenosti lete¢ih komada stijena. Kao rezultat optimiza-
cije utvrdena je optimalna udaljenost izlijetanja stijena od 7,25 metara, $to predstavlja smanjenje od 27,5 % u odnosu na
najmanju zabiljeZenu vrijednost u skupu podataka. Ti rezultati potvrduju uéinkovitost predlozenoga hibridnog pristupa
u poboljsanju sigurnosti i u¢inkovitosti miniranja u povrsinskim kopovima.

Kljuéne rijedi:
procjena izlijetanja komada stijena, optimizacijski algoritam, model miniranja, algoritam pcela, metaheuristicki algoritmi
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