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Environmentalists might greatly benefit from a modeling tool 
that allows them to compare and assess a set of common re-
gression models using the most frequently used fitting com-
parison criteria and conduct tests on all regression assump-
tions to see which one best fits their data.

Given Excel's popularity and ease of use, it would be an 
excellent option to provide a template for assessing a 
collection of such regression models.

MATERIALS	AND	METHODS
MATERIJALI I METODE
Within the LineFit.xls template, we suggest conducting te-
sts on 11 different regression models (SPSS, 2007), as shown 
in Table 1

SUMMARY
An essential challenge in any environmental field (forestry, agriculture, etc.), which places an emphasis on data 
analysis for the purpose of decision-making and problem-solving, is the estimation of a dependent environmen-
tal variable (Y) through an independent one (X). In this work, a Microsoft Excel template is proposed for assess-
ing a set of eleven popular regression Y-X models. Any researcher could use LineFit.xls as a modeling tool for as-
sessing these eleven regression models and selecting the one that best fits their data by running tests on all 
regression assumptions and comparing models using the most common fitting comparison criteria. Microsoft 
Excel, being a widely used and user-friendly program, makes it easy to update, expand, and personalize the tests 
to meet specific needs.
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INTRODUCTION
UVOD
All environmental sciences rely heavily on methods that 
estimate the value of a dependent variable (Y) using a va-
lue for a related independent variable (X).

For instance, Freese (1964) noted that in the field of fore-
stry, the volume of a tree (Y) may be described as a func-
tion of its breast height diameter (X), the strength of wood 
(Y) as a function of its specific gravity (X), and the cost of 
logging (Y) as a function of its proximity to hard-surfaced 
roads (X).

In agriculture, for example, soil organic matter (Y) may be 
expressed as a function of time (X), net photosynthesis (Y) 
can be related to irradiance (X), and respiration (Y) can 
be described as a function of temperature (X) (Archonto-
ulis and Miguez, 2015).
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Linear regression is a useful statistical approach for estima-
ting the value of a dependent variable (Y) through an inde-
pendent variable (X). However, the following five assump-
tions must be satisfied before we are able to assess regression 
models' fit to our data:
1.  Linearity: bi regression coefficients should be statistically 

significantly different from zero.
2.  Independence: Residuals should be independent, non-

correlated.
3.  Homoscedasticity: Residuals should have constant (ho-

mogeneous) variance across all Xi values.
4.  Zero error: Residuals should have zero average.
5.  Normality: Residuals should approximate a normal dis-

tribution.

Table 2 summarizes the five aforementioned assumptions 
along with the relevant literature.

Table 3 provides three statistical comparison criteria and 
corresponding literature, for selecting the best fitted regre-
ssion model for a given set of data

Table	2.	Regression assumptions examined with the LineFit template
Tablica 2. Pretpostavke regresije ispitane u skladu s predloškom LineFit

No
Br.

Regression	assumption
Regresijska pretpostavka

Test
Test

It	should	be:
Trebala bi biti:

Reference
Referenca

1 Linearity One-sample t-test for bi regression 
coefficients, critical value is zero. p-value<0.05 Student, 1908

2 Independence Durbin-Watson DW value for residuals 1�DW�3
Durbin and Watson, 1950; Durbin and Watson, 

1951. Field (2009) suggests that DW values under 
1 or more than 3 are a definite cause for concern.

3 Homoscedasticity
Koenker-Bassett (generalized Breusch–Pa-
gan) homoscedasticity (homogeneity of 

variance) test for residuals
p-value>0.05 Koenker and Bassett, 1982

4 Zero error One-sample t-test for residuals, critical 
value is zero. p-value>0.05 Student, 1908

5 Normality Jarque-Bera test p-value>0.05 Jarque, 2011

Table	1.	Models assessed with the LineFit template
Tablica 1. Modeli ocijenjeni pomoću predloška LineFit

No.
Br.

Model
Model

Y-X
Y-X 

1 Linear Y = b0 + b1X

2 Logarithmic Y = b0 + b1lnX

3 Inverse Y = b0 + b1 
                X

4 Quadratic Y = b0 + b1X + b2X2

5 Cubic Y = b0 + b1X + b2X2 + b3X3

6 Compound Y = b0b1
X

7 Power Y = b0Xb1

8 S-curve Y = e
b +

b
X0
1

9 Growth Y = eb0+b1X

10 Exponential Y =b e0
b X1

11 Logistic
Y =

1
1
u
+b b0 1

X

bi: regression coefficients.
u:  upper boundary value of Y variable.

Table	3.	Statistical criteria for the comparison of regression models calculated with the LineFit template.
Tablica 3. Statistički kriteriji za usporedbu regresijskih modela izračunanih pomoću predloška LineFit.

No
Br.

Criterion
Kriterij

Formula
Formula

Optimum	value
Optimalna vrijednost

Reference
Referenca
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Wackerly et al., 1996; Ezekiel and Fox, 

1959; Mathews, 1987; Draper and 
Smith, 1997; Kitikidou, 2005

3 Root of the mean squared error ( )
=

−

=
∑ 2

1

n

i i

i

Y Y

RMSE
n

ˆ
min Draper and Smith, 1997; Kitikidou, 2005

Yi: observed i-th value of Y
Y�i: estimated i-th value of Y from the regression model
p: number of regression coefficients bi

n: number of observations 
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RESULTS
REZULTATI

LineFit.xls includes 13 spreadsheets. In the “data” spread-
sheet, one can enter their own Y-X data in columns A and 
B, respectively (highlighted in blue). The amount of data 
can be up to 65535 entries (pairs of Y-X data). Summary 
statistics (count, mean, standard deviation, min, and max 
values) are given in cells D1:I4.

For demonstration purposes, columns A and B in the “data” 
spreadsheet are filled with a random number generator. By 
pressing the F9 key, one can observe all changes through-
out the template.

In the spreadsheets from “1” up to “11”, the statistics of Ta-
bles 2 and 3 are calculated, for each of the 11 regression 
models of Table 1. The linearity test is calculated across cells 
C5:F5, the independence test in cell M2, the homoscedas-
ticity test in cell AO2, the zero error test in cell AM5, and 
the normality test in cell AM8. When the regression as-
sumption is not satisfied, the font in these cells turns red. 
In addition, the graph of the residuals’ distribution and the 
Y-X scatterplot, along with the fitted line, are given for each 
of the 11 regression models. 

An example of these graphs produced from volume (V, m3) 
– diameter at breast height (DBH, cm) data (Y-X data) 
(Softa, 2023) is given in Table 4. 

Table	4.	Graphs produced with the LineFit template from sample Y-X data
Tablica 4. Grafikoni proizvedeni pomoću predloška LineFit iz uzorka podataka Y-X

No
Br

Residuals’	distribution
Distribucija reziduala

Y-X	scatterplot	with	fitted	line
Raspršeni grafikon Y-X s prilagođenom linijom

1

2

3
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4

5

6

7

8
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Regarding the statistical criteria for the comparison of the 
11 regression models, the coefficient of determination R2 is 
calculated in cell J2, the Standard Error of the Estimate 
(SEE) in cell K2, and the Root of the Mean Squared Error 
(RMSE) in cell L2 in the corresponding spreadsheet for 
each of the 11 regression models. 

The regression assumptions listed in Table 2 and the stati-
stical comparison criteria listed in Table 3 are both visible 
in their aggregated forms, in the “comparison” spreadsheet. 
At this point, the researcher has the opportunity to choose 
a particular regression model that will serve their needs in 
the most efficient way. When a regression assumption is 
not met, the font in these cells becomes red as well. Espe-
cially for the linearity test, when at least one regression co-
efficient is not statistically significantly different from zero, 
the “violated” message is displayed in red font. In the event 
that all regression coefficients are statistically significantly 
different from zero, the message “OK” is displayed.

Regarding the independence test, cells C3:C13 are con-
ditionally highlighted. When a value is between 1.5 and 
2.5, the cell is highlighted in dark green (optimum value), 
for a value between 1 and 1.5 or 2.5 and 3, the correspon-
ding cell is highlighted in light green (acceptable value), 
and for a value >3 or <1, the corresponding cell is highli-
ghted in yellow (the assumption of independence is not 
met).

The cells where the three statistical comparison criteria are 
calculated (i.e., the cells H3:J13) are highlighted on a gra-
duated scale, from dark green (best values) to yellow (worst 
values).

For the data by Softa (2023), the results of the “comparison” 
spreadsheet are given in Table 5. Based on these results, one 
might decide (subjectively, not necessarily) that the best 
fitted model is the power (no 7) model:

V = 0.000046 · DBH2.6513

9

10

11
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because the linearity, independence and residuals’ zero 
mean assumptions are not violated, and the comparison 
criteria have satisfactory values, compared with those of the 
other 10 models.

DISCUSSION	AND	CONCLUSION
RASPRAVA I ZAKLJUČAK
LineFit.xls is an all-in-one template whose outputs repre-
sent the behavior of eleven regression models, allowing any 
researcher to assess the fit of these models to their Y-X data. 
It is important to remember, however, that regression, as a 
parametric statistical process, may still perform pretty well 
even if some of the assumptions behind it are violated (Ki-
tikidou et al., 2012; Kitikidou et al., 2013). Before rejecting 
a regression model because the assumptions are not met 
and choosing a non-parametric analysis, one should criti-
cally consider that non-parametric analyses employ ran-
kings of values rather than the values themselves and hence 
cannot provide usable, quantitative estimations (Altman, 
2009).

The LineFit.xls MS Excel template is available as a 
downloadable file on this journal's website to offer the sci-
entific community an option to test and evaluate the most 
popular Y-X regression models with an all-in-one mode-
ling tool.
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Table	5.	Results of the “comparison” spreadsheet
Tablica 5. Rezultati proračunske tablice usporedbe  (“comparison”)

Model
Regression Assumptions

Model
Comparison Criteria

Linearity Indepen-
dence

Homosce-
dasticity

Residuals' 
zero mean

Residuals' 
normality

R2 SEE RMSE

1 OK 1.5438 0.0005 1.0000 0.0000 1 0.8577 0.0350 0.0346

2 OK 1.5459 0.1528 1.0000 0.0000 2 0.7273 0.0484 0.0479

3 OK 1.5640 0.8899 1.0000 0.0000 3 0.5438 0.0626 0.0619

4 violated 1.6663 0.0000 1.0000 0.0000 4 0.9197 0.0263 0.0260

5 violated 1.6733 0.0000 1.0000 0.0000 5 0.9198 0.0263 0.0260

6 OK 2.0161 0.0000 0.3513 0.0000 6 0.8174 0.0396 0.0685

7 OK 1.8419 0.0000 0.9686 0.0000 7 0.9172 0.0267 0.0273

8 violated 1.3253 0.0000 0.0467 0.0000 8 0.8664 0.0339 0.0403

9 OK 2.0161 0.0000 0.3513 0.0000 9 0.8174 0.0396 0.0685

10 OK 2.0161 0.0000 0.3513 0.0000 10 0.8174 0.0396 0.0685

11 OK 1.9999 0.0000 0.5945 0.0000 11 0.8695 0.0335 0.0469
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SAŽETAK
Ključni izazov u bilo kojem području koje proučava okoliš (šumarstvo, poljoprivreda itd.), koji stavlja 
naglasak na analizu podataka u svrhu donošenja odluka i rješavanja problema, procjena je zavisne 
okolišne varijable (Y) kroz nezavisnu varijablu (X). U ovom radu predstavljen je predložak programa 
Microsoft Excel za procjenu jedanaest popularnih regresijskih modela Y-X. Svaki istraživač moći će 
koristiti LineFit.xls kao alat za modeliranje za procjenu jedanaest regresijskih modela i odabir modela 
koji najbolje odgovara njihovim podacima provođenjem testova na svim regresijskim pretpostavkama 
i uspoređivanjem modela koristeći najčešće kriterije usporedbe. Budući da je Microsoft Excel program 
široke primjene i jednostavan je za korištenje, omogućuje jednostavno ažuriranje, proširenje i person-
alizaciju testova kako bi se zadovoljile pojedinačne potrebe.

KLJUČNE	RIJEČI:	prilagodba podataka, modeliranje podataka, usporedba prikladnosti, MS Office softver
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