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SOME NEW RESULTS ON THE TRAVELLING SALESMAN PROBLEM

Abstract:

Ine travelling salesman problem (or The sales
representative problem) has been Insufficiently
explored so far. One of the first results on this issue
Wwas provided by Euler in 1753 (The problem of moving
aknighton the chess board), Knight's Tour Problem.
Papers on this subject were written by AT
Vandermonde (1771), T. P. Kirkman (1856) and many
others. The sales representative problem is a major
challenge due to the application in Solving
theoretical and practical problems such as the
quality of algorithms and of optimization methods.
This well-known optimization problem has Dbeen
extensively studied from several aspects since 1930,
Ingeneral formthe study was started by Karl Menaer,
seeking the shortest route through all points of a
finite set with known distances between every two
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points. 3Since then, there nave Dbeen many
formulations of the problem.

this paper we shall provide ananalysis of the nature
0f the commercial representative problem, and
nighlight 1ts complexity and some ways of its
solution. We shall use graph theory, and pay
particular attention to the search of Hamiltonian
cycle of minimumweignt in the weighted graph.
During the paper development we were led by the
following question: "How to minimize the total
distance travelled by a sales representative in order
tovisit n given locations exactly once and return to
the starting point?”
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Introduction

Although the problem of sales representative is
a Well-known optimization problem and so far it has
been studied from several aspects [61, in this
[8Search paper, using graph theory, we are going t0
give our attention to the search of Hamiltonian cycle
of minimumweightin the weighted grapn. Looking at
the problem from an economic aspect, the target of
the companies in selling business is to animate
potential customers within as short as possible
time, 0n a daily basis and with the least possinle
G0StS, T0 buy their products. For planning daily
activities of their sales representatives, It is
important t0 minimize the total distance that
representative should pass in order to visit n given
locations exactly once and return to the starting
point.

The number of locations to visitin one period of
time is known, the distance between the locations
Visited is given (constant).

00StS required for tours, and time Iapse of each
tour are inclingd to a constant.

Suppose that a sales representative can pass
only once through one place.

The problem can be mathematically formulated
as follows:

_ |1, using path 7, j
- 0, otherwise
where X, are decision variables (the 7 -th job is

performed or not performed in the 7 -th position),
and x, dft path costs (or time) spent on the i-th

site of the client tour (i, /).

(1]

X
i

Target functionis

minz = ii%xi; (2)

With restrictions

Yx =1, Vj=12,..n 3
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x =1, Vi=12,..n (0

=

x. >0,
ij

X 4X,. +et+x, <m-1, m=2,..n-1[)
NJ2 J2J3 ImJ1

Omitting the fast restriction, we obtain an
assignment problem [3].

Definitions and Basic Concepts
Definition

A oraph is an ordered triplet
G=(V,E,p), Where ¥ =V (G) is a non-
empty set whose elements are called vertices,
E=E(G) is a set whose elements are called

edges and it is disjunctive with 7, and ¢ I8 a
function which connects (u,v) 10 each edge e

from £, Where u,v eV .

Furthermore, the vertices z.,v are $aid to be
adjacent if there is an edge e whose ends are u
and v . Theedae e isincidenttovertices « and v
With labeled e = (u,v) OF e =u - v. The degree

ofvertex v inthe graphis the numboer of graph G
eages incidental with v. A walk is the sequence
W=veve,..ve WN0SL Members are

0-17172°

alternatelyvertices v, and edges e, intheway that
the ends of e are vertices v_ iv,
i=1,2,..k.

The number & is said to be awalk length of
Sequence # ,wherein v, is the beginningand v,

the end of the walk 7 .
Awalkis closed when v, = v, .

If all edges are mutually different, a walk s
called a path. If all the vertices are mutually
different, the path is called a route.

Acycle is closed route whose vertices, except the end
Vertices, are different from each other.
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Note that paths and cycles containing all
the vertices of the graph are interesting for our
problem inthe study.

Definition 2

Fora path (cycle) that contains all the graph
Vertices is said to be Hamiltonian path (cycle] in the
graph.

One of the most difficult algorithmic
problems s to answer the question whether the
graph has got Hamiltonian cycle or not, especially
Hamiltonian cycle of minimum weight [101.

Theoretically, in the final graph it is
possible to find a Hamiltonian cycle in a finite
number of steps. We are interested in quick and
gfficient algorithms.

Therefore, the interval of algorithm
executionis important.

Time algorithm essentiality 1S observed
using the function £ :00 — [ (L) i3 the Set of

natural numpers), where f(n),ne0 I8 the

number of glementary operations that are necessary
inalgorithm.

The time course of the algorithm is
measured by the total number of operations, such as
arithmetic operations, comparison, 6tc.

Furthermore, it f:0 — [0 18 the
function, it is said that ' (n)=0(q(n)) If
there are c,n, >0 Such, that for gach » > n,,

f(n)<cq(n),q:0 — O andfor g(n)
Itis said to be upper limitfor ().

In the event that £ (n)=0(q(n))
than algorithm has time complexity O(q(n)).

gonsequent to ¢ , the most frequently used

algorithms ~ are ~ polynomial  algorithms ~ and
gxponential algorithms.

An algorithm 18 polynomial if there i
polynomial solution for the algorithm. Time for
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solving algorithm is increased very slowly compared
to the Input data. It I$ uncertain that there Is
polynomial algorithm for the solution of many
problems.

Definition 3

Itis said that the ordered pair (G, w) I8
Weighted, wherein G =(»,E) s a graph and
w:E —[7 isafunction, O (non-negative
real numbers).

The number w(e) is called the edoe weight e .

Note that the weight of a given edae could mean
any measure which characterizes an edge in
gconomic terms, such as cost, profit, route length,
BIC.

Some mathematical models

allhe lransport moae/nas avery important role
Inthe management of supply chains.

The task is to minimize the total transportation
COStS and improve service.

Suppose there are = Storage areas of a,

capacities at ¢ locations for goods to be
transported to 7 locations that have a demand for

the goods b,

The taskis to minimize transport costs between
i placgand j place if the unit cost of transport
Detween the two destinations c, are known.

The quantity to be transported from place i o
place j 1S x, .

Mathematical formulation can be written in the
form

min7 = Zm:icy.xij, (6)

i=1 j=1

wherein 7" is the function representing the total
60St, X, the quantity to be transported, and cil.'[nﬂ

unitcost of trangportation.
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|tisnecessarytofindthe minimumora 7" function,
subject to certain restrictions:

Zn:xﬁ =a, Vi=1,23...,m (7)
=

Sx =b, Vj=1,23.n 8
i=1

x,20,zai=12,.m, j=12,...,n [{

Sa,=3b (0

0) Assignment moge/1s a special case of
transport model.

Thecore of the problem s in the distribution
or in the assignment 0f » tasks and duties 10 »
locations, people, etc., subject to correspondence.
Inother words, one job Is assigned to only one
employee,tc.

Each position can perform some or all of »
possible tasks foracertaintime (with certain costs).
It 13 necessary allocate tasks such that every
position performs only one job and the total time (or
the total costs) required for the performance of all
operations i minimal.

Mathematically, itis an injective projection
[41.The goal is to find the optimum using a measure
of individual success. 0f course, this can be applied
{0 many managementissues in economic practice.
The aforementioned can De mathematically
formulated as follows.

Asquare matrixof 4 typeis given with elements

a,>0,0ri, j=1,2,..n, (n>3).
Itis necessaryto determine the square matrix x
With elements x, subject to

ixﬁ = Zn:ag =1 (1)

min7 = Zn“zﬂ:ayx[j (12)
Note thatitis useful to define binaryvariables.
VALLIS
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1, means that i applicant should be assigned toj job
X =
’ 10,7 applicant is not assigned to / job

(13)

There are several different methods for
solving this method, out of which we emphasise the
method of transforming the above model in the
corresponding network model whose solution is
reduced to the problem of determining the shortest
pathinthe network [a].

1hreg subtypes of the sales representative
problem usually appear in practice:

1) Symmetric sales representative problem,
Which was previously described in this paper, and
Where there is an undirected weighted graph.

2 Asymmetric sales  representative
problem.

If there is at Ieast one pair of places
(u,v)e E(G) the path length (edge weight)

has unequal values, depending on the direction of
the tour; then this is an asymmetric sales
representative problem. In this case, a directed
graph is used as a model. Directed graph is usually
called digraph and recorded as ordered triplet
D=(V,A,y),wherein ¥ isnon-empty set of

vertices, namely " = @.

0ross sectionof A4 and 7 Setsis empty,
namely A and 7~ are disjunctive. The elements of
A setarecalled arcs, wherein a function v joins

an ordered pair of vertices (u,v), u,veV 10

pach arc a e 4 [71.

We can generalize the aforementioned to
more Sales representatives.

Suppose that m number of sales
representatives departs from the same starting
place, visit a set of places and return to where they
started. It is necessary to determine the tours for all
sales representatives, so that each place is visited
only once with minimal total cost.

Note that the cost can be caused by the distance
of places, by the time spent travelling, and by the
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G0St of transportation. For the application purpose
we will list some variations of multiple travelling
salesman problem, buttheywon't be analyzed inthis
paper because of their extensiveness.

1. L6t & certain number of representatives
start off from each of few Starting places.
After the tour the sales representatives
return, either each of them in their starting
place orinany of the starting places on the
condition that in the end the number of
sales representatives in every starting
place IS equal as in the beginning.

2. Suppose that the number of sales
[epresentatives is not fixed.

Out of the available m  Sales
representatives, we desire t0 make a
selection 0f sales representatives to
participate in the tour.

Clearly, each sales representative nas
ner/nis own fixed costs that are taken into
consideration when deciding how many
sales representatives to be activated in
order to minimize the total cost.

3. Suppose that there is a demand for a sales
representative to visit some places in a
giventime intervals.

TNis problem occurs in the organization of
airtransport, maritime transport, transport
by roads and the like.

4. It I possible to introduce various
restrictions, such as a limited numboer of
places that a sales representative should
VST, minimum distance, maximum
aistance etc.

some methods of solving the
travelling salesman problem

1. Exact methods
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These are the methods that give exact
algorithms.  Their disadvantage 1S 4
prolonged performance time.

In this place, we might add the method of

branching and restrictions, where you can

gstimate all possible solutions and reject
the adverse ones on the basis of pre-set
certain criteria.

2. Approximate methods

Mgorithms  that  provide —approximate

solutions are used nere. These are lower

time complexity algorithms.

a)  Nearest neighbour method

This method is hignly developed and
most simple approximate method. 1tis
about visiting the next nearest
neighbouring places which were not
Visited.

When places are visited, itis necessary
toreturn to the starting place.

b) Greedy algorithms

The route is always built by adding the
shortest possible edge. During this
process, neither acycle whose lengthis
6ss than the number of places, nor a
Vertex with dearee higher than 2 may
oceur, i6. @ place may not be visited
more than once, and the same edge
may not be added multiple times.

In addressing the above concerns, the
question i$ how to find all the possible tours,
compute their lengths, and choose the best of them.

Inorderto simplify the solution of travelling
galesman problem, many approximate methods are
developed today and continue to develop, which will
provide acceptable solutions. Effective methods
nave been developed so far, which enable Solving the
problem for a couple of million places within quite
reasonanle amount of time. {21

a) Method of ingerting
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We start with the shortest tour of »
given places.

Most usuallyitis atriangle.

A follower of the previous place is an
added place.

It 18 closest to any of the preceding
ViSIts and I8 added to the optimum
position in the tour.

The process is repeated until all the
places are added.

b)  Optimization method by ant colonies
Scientists  often ~ solve  complex
problems by watching and imitating
natural processes. By studying and
imitating the movement of ant
colonies, we find solutions to the
problems of a small number of places.

Namely, during the search for new areas
ants leave a trail of pneromones that leads the other
ants to new places (places of food). Let’s observe a
group of ants in different places. They 0o notreturn
{0 the places where they were, and they visit all the
remaining places.

The ant that uses the shortest route leaves
the most intense pneromone trail, inversely
proportional to the length of path. Naturally, the rest
of ants will follow the peak intensity of the
pheromone and follow its trail. The procedure is
repeated until the shortest tour [10].

10 improve previously studied approximate
algorithms, and to find optimal algorithms, the
following ideas are useful:

2- optimal algorithm: We arbitrary choose two edges
In the cycle, which we remove and join two newly-
created paths. Gonnecting is done So that visiting
conditions are maintained. The tour is Still used if it
IS shorter than the transitional. The process is
continued until the impossibility of improvement.

3-optimal algorithm: We arbitrarily choose 3 edges
andremove them. Two ways of reconnecting occur by
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removing those three edges. We choose a path that
nasashorter tour. Note that the 3-optimal touris the
Two-optimal one.

k -optimal  algorithm: This  algorithm
Improves as the previous two do, butthe workis done
With % 600es, & >3.
0f course, the aoreater &
computational time.

requires more

One result of the travelling
salesman problem optimization

Tofind the shortest path you need to find the
path of [eastweignt that connects two given vertices
u, and v,. Forthe purpose of Simplicity, instead of

pathweight p let’s introduce the term path length
p., Wnerein p=">"w(e), and the least path

eep

WEIgNt (u,v) isadistance from w t0 v, which
ISwritten d (u,v).
In order to find the shortest path, we provide

the following Algorithm which finds the shortest
path (u,,v, ) Whatis more, all the shortest patns

from «, toallotherverticesin G .

Suppose that S <77, o that w, e S,
S =V\S.If p=w,..wv istheshortest path
flom u, to S, then we S anda (uo,&) part

of p hastobethe shortest (uo,&) path.
Outof this

d(uo,v):d(uo,u)+w(;\_/), (14]
istance from u, to S IS

d(uo,g) = min_{d (u,,u)+w(uv)}. (1

ueS,ves

Let’s start from the set S, = {u,} and
construct an increasing range of subsets out of

International Journal - VALLIS AUREA - Volume 1+ Number 2 - Groatia, December 2015

UDK'519.86:339.178.5; D0I10.2507.1VA.1.2.4.13



V,S,,S,,...S._,, S0 thatin the end of i- th
step, the shortest path from u, toallvertices out of
S, are known. The firststepis finding avertexwhich
I$ Closest to vertex u,, which is obtained by

computing d(uo,Eo) and selgcting vertex
u, € So S0that

d(uo,ul):d(uo,go), (16)

as follow out of (14 results that
d(uo,go) = Herglﬂlip {d(uo,u) +w(uv)= rvrgﬂl{w(uov)}
(1n

In addition, Suppose S, ={uy.u,}, p,- Path
uyv,, SOILIS the shortest (u,u, ) - path.

For the purpose of generalization, Suppose
that S, = {uy,u,,...,u, } and suppose that the

shortest paths (w1, ), py...., p, NaVE already
been determined, then with (15) we can compute
d (1> Sx ) aNd SEIECL Verten ., € S SUCN

that
d (gt ) = (1,51 ). (18
Notice that according to (15)
d (ttgstt,,) = d (g, )+ w(u . ), 09

for some 7 <k, and so we obtain the shortest
(w1, )- DaINDY adding 6AGE 2,2z, ,, L0 path

p;.

Note thatin each step these shortest patns
together form a connected graph without cycles.
These grapns are called trees (wood) and the
previous algorithm s called the process of tree
growth [31.

The idea for the previous algorithm
originates from Edsoer Dijkstra Wybe (199) who, by
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means 0f his algorithm, managed to determine the
distance of individual points (destinations) to other
points considered to be important, but he did not
manage to determine the snortest distance in this
way. Knowing that the task of a sales representative
IS 10 Visit some business destinations and return
after the job, provided that each destination was
Visited exactly once, the question is how to make the
Itinerary, and to travel as short as possible?

According to the aforementioned (the
snortest path problem) Hamiltonian cycle of
minimum weignt, which s called the optimal cycle
should be found in the complete weighted graph.
Here we will provide an "approximate" approach,
consisting of finding a Hamiltonian cycle, and then
search for another cycle of less weight that is
slightly modified.

It c=vv,.v,v, then,  for all
i, ], L<i+1< jwecanfindanewHamiltonian
cycle

Cip TV VYV VgV iV Vv U

Where we removed edges v,v,,,,v,v.., , and added
edges vy, and v, v

i+l 4+

Furthermore, if for some £, 7 , We can apply

W(viv_/ ) + W(VHIV_M) <w(vy,, )+ w(vjvj+1 ),

(21]
thenthe cycle c; IS animprovementof c.

By continuing likewise we shall reach the
cycle that cannot be improved anymore by this
method. ITis clear thatthe final cycle is notoptimal.
In order to achieve greater accuracy, the procedure
can Dbe repeated several times, starting with
different cycles.

gonclusion
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This paper is a result of analytical research
of the theoretical basis of the travelling salesman
problem.

Numerous formulations of the travelling
salesman problem are known in the literature, and
most of them remained unresolved to date. Here, as
confirmation of prior thougnt we mention an open
problem of graph theory: Finding necessary and
sufficient condition for a graph 10 have a
Hamiltonian cycle. In this research paper, we
pointed outthevariations of the travelling salesman
problem. Some solving methods were pointed out,
and certain improvements were provided.

The paper gives an approximate result of
travelling salesman problem optimization by using a
Hamiltonian cycle with the aim of contributing 10
solving the travelling salesman problem, which, to
this day and with great effort of cientists, has not
yetbeen resolved.
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